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Abstract
Unmanned systems, with and without a human-in-the-loop, are being deployed in a range of military and civilian applications spanning air, ground, sea-surface and undersea environments. Large investments, particularly in robotics, electronic miniaturization, sensors, network communication, information technology and artificial intelligence are likely to further accelerate this trend. The operation of unmanned systems, and of applications that use these systems, are heavily dependent on cyber systems that are used to collect, store, process and communicate data, making data a critical resource. At the same time, undesirable elements of our society and adversarial states have also realized the high value of this resource. While enormous efforts have been made to secure data and cyber systems, lack of rigorous threat modeling and risk analysis can lead to more specific, rather than generic, security solutions relevant to the cyber system to be protected. This scenario has created an urgent need to develop a holistic process for protecting data and cyber systems. This paper deals with the development of different pieces of this process. We first identify the security requirements of unmanned autonomous systems, and follow this up with modeling how attacks achieve their objectives. We argue that a large number of threats that can materialize as attacks and the costs of managing these attacks in cost effective ways require ranking threats using cyber threat modeling and cyber risk analysis techniques. The last segment of the paper describes a structured approach to mitigate high-risk threats.
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1. Introduction
Unmanned autonomous systems (UASs) can be classified into two broad classes as follows.

- Remotely controlled or remotely piloted systems (henceforth referred to simply as unmanned systems [USs]) that operate directly or indirectly under the control of a remote human operator. The remote operator sends control commands typically over communication links (e.g. cable, wireless or satellite) to control the system or the vehicle behavior. The received commands are executed by the unmanned vehicle’s embedded control systems to control its behavior. In addition, embedded sensors measure the vehicle’s internal state and external environmental variables. The sensed information is used internally by the vehicle and also sent to the operator and data analysts.¹
- Self-controlled systems (henceforth referred to as autonomous systems [ASs]) work by perceiving their internal state and external environment using
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sensors to compute and implement intelligent control decisions autonomously by processing the multi-sensor data on its embedded computer systems. Typically, such an AS also needs to include the functionality of an unmanned vehicle to allow it to be remotely controlled and managed in exceptional situations. In fact, autonomously computed operational decisions dealing with certain exceptional situations (e.g. firing an on board weapon) may have to be authorized by its human supervisor(s), that is, human-in-the-loop mode of operation.

Despite minor differences, as we will see in the sequel, USs and ASs have similar security requirements. A typical AS requires much more sophisticated software for its functioning compared to an US. Thus, an AS’s software security requirements are likely to be more demanding as compared to that of a typical US. Conversely, since an US needs to constantly interact with its operator over electronic communication channels, its communication security requirements are likely to be more extensive as compared to that of an AS. Notwithstanding such differences, within the scope of this paper, we will refer to both these class of systems as unmanned vehicles (UVs).

UVs are being deployed for civilian and military applications on the ground, in the air, sea-surface and underwater at a rising pace. At the present time, civilian applications of UVs are confined to a small set of applications, mostly of an exploratory nature, for example, merchandise delivery, monitoring of power lines, monitoring offshore oil and gas pipelines and future modes of transportation. Use of UVs in military applications is much more extensive and growing at an exponential rate to the extent that over the last few years, United States military doctrine has become highly UV-centric as compared to other major militaries. UVs are being deployed extensively on the ground, in the air and at sea or underwater (unmanned under water vehicles (UUVs)). A recent Department of Defense report highlights the need for accelerating the deployment of UVs for civilian and military applications. DARPA’s Urban Grand Challenge competition and Google Car reflect the thinking that unmanned ground vehicles (UGVs) will have an important role in future ground transportation and military ground operations, particularly related to explosive ordinance disposal (EOD). Military UUVs and unmanned surface vehicles (USVs) are being used in naval (e.g. mine countermeasures, underwater surveillance, surface combat operations) and civilian applications (e.g. offshore oil and gas well exploration and maintenance and seafloor mapping).

The capture of the stealthy unmanned surveillance aircraft RQ-170 Sentinel in 2011 highlights the challenges likely to be faced by UASs operating in hostile environments. Based on public reports, one can only speculate on how this capture was carried out. However, authoritative reports indicate that this RQ-170 was captured while performing surveillance of Iran’s nuclear weapons development program. Since photographs showed the airframe to be intact, it seems likely that it was not shot down. Other plausible reasons for its capture include the following:

- malfunctioning or jamming of command and control (C2) links leading to crash landing;
- hijacking the vehicle by taking over its C2 links;
- spoofing of global positioning system (GPS) transmitters.

These possibilities highlight the need for adding capabilities to UASs that would enable an UAS to infer either autonomously or with the help of available command, control, communications, computers, intelligence, surveillance and reconnaissance (C4ISR) assets whether it is being subjected to unauthorized and malicious actions that can lead its technology and surveillance data being stolen and/or its mission being compromised.

Another known instance of attack on USs involved the compromise of one of the main ground control systems (GCSs) at a United States Air Force base. The attack involved the injection of malware whose malicious payload contained key logger software for stealing passwords and other personal information. While the exact source of this malware could not be established, its source may have been an insider, a worm transported via networks into the GCS, a Trojan hidden inside another software package or an update installed into the GCS systems.

From the cyber security perspective, UASs are also a good example of the so-called Cyber Physical Systems (CPSs). Defending CPSs from cyber threats is much more challenging than for conventional cyber systems. These challenges stem from the fact that a CPS, such as an UAS, often requires real-time control and may have safety as an important system requirement. In addition, an UAS is made up of multiple independent systems, that is, a System-of-Systems (SoS), and many of the individual systems are often commercial-off-the-shelf (COTS) subsystems and components sourced from multiple and diverse vendors. Requirements for securing CPSs as listed below have been identified in a workshop report by the Cyber Security Research Alliance.

- Rapid adoption of COTS technology and protocols can leave vulnerabilities in firmware and software incorporated in a CPS.
- Long lifespans of CPSs combined with evolution of security mechanisms have to be considered in defining security requirements.
CPSs are exposed to exploits via communications systems connected to the Internet used for providing remote access to maintenance and operational personnel anywhere in the world;

- Integration of CPSs across facilities and multiple autonomous companies across the globe increases the attack surface.

- Many CPSs use inherently insecure protocols (e.g. MODBUS) that increase the risks of connected operations due to poor authentication practices.

- Use of legacy CPSs and industrial control systems in critical infrastructure may not have enough memory or processing power for integrating security protocols and strong authentication practices.

- Dependence on legacy components with little or lack of support is an additional source of vulnerabilities in CPSs.

- Lack of personnel training in security continues to be an issue.

- CPSs may have been designed and implemented by vendors or suppliers that no longer exist. Heavy use of legacy components with little or no support is yet another source of vulnerabilities in CPSs.

- Management changes could cause reduced focus on security.

- Requirements for uninterrupted operations can prevent changes, fixes or upgrades.

The remainder of this paper is organized into four sections. Section 2 identifies different security attributes that need to be protected. Section 3 discusses various types of threats faced by an UAS, along with a model of how an attacker exploits underlying vulnerabilities in an UAS to create a threat to one or more of these security attributes. Section 4 discusses the process of threat modeling and risk analysis that can be used to prioritize different threats and describes how the Common Vulnerability Scoring System (CVSS) tool implements this process; Section 5 provides the concluding remarks.

### 2. Security attributes

A system, such as an UAS, that employs cyber subsystems for its control and management is defined in terms of the security of data or information during the in-storage, in-process and in-transit phases. (Henceforth, we will use data and information interchangeably, despite the fact that information is derived by processing data so that data can be interpreted suitably in the context of an application.) During all three phases, security of data can be defined in terms of five security attributes:

- **Confidentiality**: ability of a system that assures that it is capable of preventing unauthorized access to data by any unauthorized entity;

- **Integrity**: ability of a system that assures that it is capable of preventing unauthorized alterations of data by any entity;

- **Availability**: ability of a system that assures that data and system resources are made available within specified time to all authorized entities;

- **Authentication**: ability of a system to verify the identity of a subject; and

- **Non-repudiation**: ability of a system to ensure that actions performed by an entity cannot be refuted afterwards.

However, traditionally **Confidentiality, Integrity** and **Availability** security attributes are frequently used to measure the security performance of cyber systems.\textsuperscript{13,14}

An UAS consists of multiple systems that are integrated together to work as a single SoS. Figure 1 shows the conceptual architecture of an unmanned aerial vehicle (UAV). The architecture of an UGV and UUV is conceptually similar, with minor additions and deletions of some subsystems. For example, ADS-B has no relevance to UGVs and UUVs. An UAV may be equipped with sonars and side scan sonars in place of radars and synthetic aperture radars, which may be present in UAVs. Similarly, an UGV may have a ground penetrating radar instead of the airborne radar on an UAV. Notwithstanding these differences, all three types of UASs face similar generic cyber threats, which are annotated in red in Figure 1.

Cyber attackers exploit vulnerabilities in software, security policies and communication technologies to gain abilities to perform unauthorized actions to compromise confidentiality, integrity and/or availability of data while data is in various states, as summarized in Table 1. It should also be realized that designing and launching a well-crafted attack on a well-defended UAS is a complex task. The so-called divide-and-conquer strategy is a proven strategy for dealing with all types of complex tasks. In the context of cyber-attacks, this strategy takes the form of structuring a complex attack as a sequence of inter-related **atomic attacks** in the form of a tree. Each such atomic attack is designed to compromise a particular security attribute, that is, confidentiality or integrity or availability, such that an atomic attack allows the attacker to move closer to its final objective.

Schneier\textsuperscript{15} introduced the term **Attack Tree** (AT) to formalize such an attack strategy. In an AT, a node models an atomic attack that exploits some vulnerability in the system to compromise one of the three primary security attributes, viz. Confidentiality (C), Integrity (I) or Availability (A). A directed edge models the success of the attack defined by the child node that allows the attacker to transition to a more privileged state, that is, its progress to a state that is closer to the final objective of the attacker. The presence of an arc connecting two or more edge models conjunctions, that is, **ANDing** of the success of the attacks at all children nodes of these edges. Figure 2
shows the AT model of a simple attack situation in which the attacker’s final objective is to steal confidential surveillance data gathered by an UAV (e.g. RQ-170), as denoted by the root node of this AT. Using Figure 1 as reference, the attacker will be able to achieve its objective by identifying and exploiting vulnerabilities in any one of three entities, namely, (1) the UAV, (2) the GCS or (3) the Field users, which are involved in UAV surveillance operations. The targeted data may be available in the internal memory of the UAV, at the ground station and/or it may be being communicated over tactical wireless communicated between the UAV and Field Personal Digital Devices (FPDDs).

From this model, it follows that an attacker can reach its objective, which is denoted by the root node of the AT, via any one of these paths, that is, ORing three directed edges to the root node from its three “child” nodes, as shown in Figure 2. These “child” nodes are the roots of their respective subtrees, which can be reached from ORing or ANDing paths from their “child” nodes, and so on. As an example, consider the middle path. To reach the node “Hijack UAV”, the attacker has to first reach the objective “Gain C2 privileges” to allow it to send unauthorized and malicious control commands to the UAV. To reach this stage, the attacker has to succeed in “Jamming Satellite C2 link” AND “Spoof the GPS transmissions”. The purpose of the “Spoof the GPS transmissions” atomic attack will be to ensure that the attacker keeps feeding wrong GPS data to the UAV so as to prevent the UAV or its ground controller from realizing that the UAV is on a wrong trajectory.

Designing the AT model of each possible attack is the first step towards protecting a system from cyber threats. To secure a system, security mechanisms need to be designed and implemented in order to prevent an attacker from reaching the root node from its “child” nodes. This
argument is applied recursively, since such a “child” node is the sub-root of the AT rooted at this child node. It therefore follows that if the security mechanisms can successfully block traversal from a “child” node to its “parent” node, the attack can be stopped from reaching the root node via the path that includes this “child” node. Consequently, the complex problem of securing a system can be reduced to finding a solution to \( n \) simpler problems, where each simpler problem is one of blocking the path to the root (or the sub-root) node from its \( n \) “child” nodes. As a corollary, it also follows that when the path from “child” nodes to their “parent” node involves ANDing, then blocking any just one ANDing edge is sufficient to prevent the attacker from reaching its intermediate goal of reaching the “parent” node.

In developing cyber security solutions, we want to emphasize that protecting a system requires security professionals to identify and enumerate all possible threats and develop AT models of all identified threats. It is also relevant to point out that it may not be mandatory to defend against all possible threats. A security solution incurs costs and it makes sense to invest in a security solution if and only if the cost of building the security mechanism is less than the cost of the asset to be protected. The issue of cost–benefit analysis is discussed in greater detail in Section 3.

Human engineered systems can and do fail due to accidents, misuse, wear-and-tear, etc. However, such failures are primarily non-malicious. Cyber systems, on the other hand, have to additionally deal with malicious failures caused by deliberate cyber-attacks. Typically, a system may contain multiple security vulnerabilities that can be converted into security threats by the attackers. However, the relevance of such threats is system and application dependent. Fixing vulnerability can incur substantial costs in developing and installing additional code in a large number of affected systems. It is therefore important to carry out a cost–benefit analysis of each potential threat and invest in defending against a threat only if the cost of the security mechanism is less than the value of the asset to be protected, as discussed in Sections 3 and 4.

3. Cyber threats to unmanned autonomous systems

UASs, particularly those used by the militaries, are becoming highly network-centric (see, for example, Figure 1). Such networked systems are designed to operate within a secure perimeter and access to the resources within this perimeter by outsider entities is tightly controlled by an outer firewall to prevent unauthorized access to these resources. In addition, since UASs perform sensitive operations and deal with sensitive data, there is also a need to ensure that only authorized insider entities should have easy access to these resources. However, we need to differentiate between two classes of insiders. The first class consists of those entities, who despite being members...
of the organization, are not associated with the task or the mission being performed by the UASs. Based on the basic military principle of “least privilege”, such insiders need to be prevented access to UAS resources by creating an inner firewall, as discussed in Section 5. Second classes of insider entities are those that have direct access to inside UAS resources. Since performing any mission-related operation using UASs makes it necessary to access and use data, the objective of preventing such an insider from performing inappropriate actions is achieved by defining and enforcing appropriate access control policies. The objective of such access control policies is primarily to ensure the confidentiality and integrity of data. As for protecting the availability of data, as discussed in Section 2, an attacker can compromise availability in two different ways: (1) directly through Denial of Service (DoS) or Distributed DoS (DDoS) attacks; and (2) indirectly by building an AT through one or more confidentiality and integrity atomic attacks. Sections 3.1 and 3.2 discuss details of the policies required to defend against confidentiality and integrity threats, respectively, while Section 3.3 discusses threats that can compromise system availability and proposes possible techniques for defending against such threats.

3.1 Confidentiality threats

Threats to the confidentiality of data arise from multiple sources, internal and external. Enforcing access control policy based on the Bell–LaPadula (BLP) privacy model can effectively deal with the confidentiality threats posed by internal sources. The BLP model is defined in terms of sets of labels, for example, L = {Top Secret, Secret, Confidential, Un-classified} assigned to subjects (e.g., users and operating system processes) and objects (e.g., files, memory blocks, etc.).

- Simple policy: user “U” is allowed to perform a “READ” operation on object “O” only if L_u ≥ L_O. This policy ensures that a lower level user cannot divulge higher level information.
- *-Policy: user “U” is allowed to perform a “WRITE” operation on object “O” only if L_u ≤ L_O. This policy ensures that a user with access to high-level information is not allowed to leak high-level information by writing to a lower level object (referred to as “side channels”).

The BLP policy is referred to as the “Mandatory Policy” and its strict implementation does not allow a user to modify its security label or of any of the objects. This ensures that the system never arrives in a state in which higher level information becomes accessible to lower level users explicitly or implicitly through side channels. In contrast, many commercial operating systems (e.g., Windows, Linux, Unix, Android, MAC OS X, etc.) support the so-called “Discretionary Policy”, which allows users to change access control to objects at their discretion, which can compromise confidentiality. Since cyber systems in UASs, their GCSs and FPDDS often use such operating systems, it becomes possible either for an inside or an outside attacker to leak information by creating side channels. (The discussion on AT in Section 2 showed that the confidentiality of an UAS can also be compromised indirectly through a sequence of other attacks.) For example, an insider with “Secret” level clearance can read a file containing “Secret” information, copy its contents into another file and then set the classification of the second file to “Unclassified” and make it readable for all, irrespective of their clearance level. An outside attacker can use this process to create a side channel, but it first has to intrude into the system using root kits, buffer overflow (BOVF), social engineering attacks (e.g. phishing, Cross Site Scripting, etc.) and insert malicious code to create a side channel as described earlier. As an example, a recently reported vulnerability that causes stack overflow in the Android operating system used to run smart phones and other FPDDS allows the attacker to insert malicious code to create a side channel and use it to steal sensitive data.

An attacker can also compromise the confidentiality of an UAS by capturing data communicated over network links. It is generally hard to capture data that is communicated over wired links, for example, an UUV being remotely controlled from its mother ship via an umbilical cable. However, in the case of UAVs and UGVs, since data invariably travels over wireless links it is relatively easy for an attacker to capture such data using inexpensive data sniffers. This data consists of control commands (in the uplink direction) and sensor or surveillance data (in the downlink direction). Since both are considered sensitive, they are often encrypted to ensure their confidentiality. Consequently, threats to UAS data confidentiality result from the weakness of data encryption techniques. For example, older WiFi links based on the Wired Equivalent Privacy (WEP) or Wireless Protected Access (WPA) technology with RC4 encryption use 64-bit keys and even a moderately powerful laptop computer can break RC4 quickly. In contrast, the WPA2 technology employs the much stronger Advanced Encryption Standard (AES) with 128- or 256-bit keys, which is considered to be practically unbreakable and has become a standard for encrypting application data communicated over WiFi links. However, WiFi control commands used to set up (also referred to as Association) or tear down (also referred to as Disassocation) a WiFi connection between a mobile device and a WiFi Access Point (AP) or router are not encrypted. This fact, and easy availability of software tools, allows attackers to spoof the hardware or the media...
access control (MAC) address of the UAS’s WiFi adapter and to inject WiFi disassociation control frames that appear to originate from the spoofed UAS. When the AP receives such a frame, it disconnects the spoofed UAS, forcing the UAS to re-establish connection with the AP. The connection setup or the association process requires the UAS to provide to the AP its WPA2 authentication information, that is, password. The attacker typically launches such a disassociation attack repeatedly, which in turn causes the AP to immediately initiate the four-way 802.11 WPA2 handshake for re-establishing the association with the just disassociated UAS. The association process is primarily concerned with creating a new Pre-Shared Key (PSK), which is computed independently by the two communicating ends (i.e. an AP and an UAS) using the Password Based Key Derivation Function-2 (PBKDF2) based on the WPA2 password phrase. The PSK in turn is used to compute other cryptographic keys, including the ones used for AES encryption. Even though the PSK never travels over the wireless link as part of the four-way handshake, the Message Integrity Code (MIC) of the created PSK is exchanged between the two communicating ends and this MIC can be intercepted and used by the attacker to guess the PSK and AES encryption keys derived from this PSK.

### 3.2 Integrity threats

Protecting the integrity of the data is concerned with the authenticity of the received data. There are two main causes of integrity compromises:

(i) data sent by the sender is modified or corrupted by the attacker before it arrives at the receiver (also referred to as “Man-in-the-Middle” (MITM) attack);

(ii) attacker assumes the identity of the sender and succeeds in sending fake data that appear to the receiver as being sent by the real sender (also referred to as “Origin Authentication”).

Integrity compromises can have serious consequences, since corrupted data used by a decision-making process will result in incorrect decisions. If an attacker launches a MITM attack on the C2 data sent to an UAS, the attacker can effectively hijack its functionality. Similarly, if an attacker modifies the downlink surveillance data being used in a decision-making application supporting a military mission, the consequences can be disastrous. Like threats to data confidentiality, threats to data integrity arise from both internal and external sources. There are two main techniques for dealing with these threats—policy-based and cryptography-based techniques, detailed in the next section.

#### 3.2.1 Integrity protection policies

The first set of integration protection policies were proposed by Biba through the introduction of the notion of integrity labels. Biba’s model assumes the system to consist of three entities—a set of subjects $S$ (e.g. users and software processes), a set of objects $O$ (e.g. files, memory blocks, etc.) and a set integrity levels $I$, similar to security levels $E$ used in the BLP model. Each $s \in S$ and $o \in O$ are assigned integrity labels $i(s) \in I$ and $i(o) \in I$, respectively. Biba defined the following integrity policies.

1. **Strict Integrity Policy** is a mandatory access control policy that satisfies the follows:
   - **Simple Integrity Property**, which requires that a subject $s$ can read an object $o$ if and only if $i(s) \leq i(o)$; and
   - ***-Property**, which requires that subject $s$ can write to object $o$ only if $i(s) \geq i(o)$.

2. **Low Watermark Policy** relaxes the read policy to allow it to read any object as follows.
   - If a subject $s$ reads an object $o$ with lower integrity levels, then its new integrity level $i_{\text{new}}(s)$ is reduced to that of the object, that is, $i_{\text{new}}(s) = \min(i(s), i(o))$. As a result, a subject’s integrity level can keep getting reduced monotonically, eventually reaching the lowest level. This downside is remedied by periodically restoring $i_{\text{new}}(s)$ to a higher level.
   - Subject $s$ is allowed to write to object $o$ only if $i(s) \geq i(o)$.

3. **Ring Policy** further relaxes the read policy by rationalizing that the (human) user’s integrity cannot be compromised by reading; only the write operation can compromise the integrity of an object as follows:
   - subject $s$ is free to read any object $o$ irrespective of integrity levels;
   - write policy restricts the ability of subject $s$ to write to object $o$ only if $i(s) \geq i(o)$.

Policies used to protect confidentiality and integrity are defined by the management of an organization that includes security professionals of an establishment and are implemented and enforced by the system administrators, who are assumed to be trustworthy. While this is generally true, there have been instances of system administrators being compromised due to political convictions, financial gains, employee disenchantment or blackmail. Most recent incidents of the compromise of the personal information of a very large number of past and present federal employees have created the risk of some of these employees being subjected to blackmail. In the long run, GCS and the FPDD segments of an UAS are likely to benefit mostly from regular audits of insiders (including system
administrators). This and the policy of employing strong cryptography techniques are becoming a necessity to protect the data’s confidentiality and integrity. Policy-based integrity protection works best for insider subjects, that is, authorized users or software processes whose natural behavior is not to intentionally attempt to defeat prescribed policies. In contrast, the organic behavior of an attacker, whether an insider or an outsider, is to deliberately compromise policies. The cryptographic integrity protection techniques discussed in the next section offer solutions for preventing intentional and unintentional efforts to defeat policy-based techniques.

3.2.2 Integrity protection with cryptography techniques. Cryptography techniques protect the integrity of data in all its states, viz. data at rest in memory, files, or databases, in processing and while in transit over network links. MIC and Digital Signature (DS) are two closely related cryptographic constructs that are used for protecting data integrity. Both MIC and DS compute a fixed-sized fingerprint by applying a hash function or pseudo random function (PRF) \( h(m) \) to the arbitrary size data block or message \( m \) to be protected. A stored data block, file, and communicated message protected by MIC or DS is now a tuple \( < m, h(m) > \). A user or a receiver of this tuple computes its own hash value, say, \( h'(m) \), and \( m \) is considered to have preserved its integrity if and only if \( h'(m) = h(m) \).

Acceptable hash functions need to satisfy the following properties:

- \( h(m) \) output of a fixed number of bits (typically \(|h(m)| < |m|\), where \(|\cdot|\) denotes the number of bits;
- first image preresistance;
- second image preresistance;
- collision resistance.

The last three properties ensure that for a given \( h(m) \), it is computationally infeasible for an attacker to fabricate some other message \( m' \) such that \( h'(m) = h(m) \). MD5 was the most commonly used MIC. However, although it has been formally shown to be breakable it is still in use. It should also be realized that MICs, such as the MD5, do not provide any data or message origin integrity. Lack of origin integrity presents a serious problem for ensuring the integrity of data that is either shared by multiple entities or travels across network links. Consider an example situation in which the enemy has the ability to jam an UAV, spoof its network identity, and listen to the surveillance/reconnaissance data \( m \) being sent by an UAV to a FPDD of friendly forces using this data for their mission. The enemy can now substitute \( m \) with some fake data \( m_{\text{fake}} \) and create its MIC \( h(m_{\text{fake}}) \) to make it look like it was sent by the authoritative UAV, thus putting the entire mission and lives of friendly forces at dire risk.

These limitations can be overcome by two techniques. For example, the Internet protocol secure-authentication header (IPSEC-AH) includes the hash of the entire IP packet (IP header + message \( m \)). Since the IP header contains the sender’s IP address, the receiving end is able to verify the authenticity of both the sender and the message \( m \). The second set of techniques use a secret key \( k \) for computing the hash value \( h(m, k) \) by making it a function of both \( m \) and \( k \). The secret key \( k \) can be incorporated into \( h(m, k) \) in a variety ways. The Secure Hash Algorithm (SHA) and Hash-based Message Authentication Code (HMAC) are examples of this technique. Adding \( k \) to the hash implies that the sender of \( < m, h(m, k) > \) has to securely share \( k \) with the message receiver. Moreover, the receiver has to trust that \( k \) is indeed owned by the entity that claims to be sender, to enable the receiver to verify the integrity of \( m \) and its origin.

The problem of trust between the originator and the receiver just alluded to can be overcome through the use of the Digital Signature Algorithm (DSA) and Elliptic Curves DSA that use public key cryptography (PKC) techniques. Instead of having to share the secret key \( k \), the PKC uses a pair of keys \((d, e)\), where \( d \) is a secret known only to its owner, and \( e \) is made public. The association between \( d \) and its owner is established using Digital Certificates (DCs), such as the X.509 standard and the Public Key Infrastructure technology. Therefore, to enhance the dependability of UASs, highly sensitive information, for example, critical commands sent to the UAS, such as self-destruct, fire a missile, etc., should be digitally signed to minimize the risks posed by MITM threats.

Defining and implementing appropriate policies, employing cryptographic techniques, or both, are necessary but not sufficient to prevent integrity attacks. As discussed in Section 2, an attack typically involves a sequence of several atomic attacks that can be linked together as an AT. Consequently, defending the integrity of UASs will require cyber security personnel to design all possible ATs whose root nodes model some integrity compromise. As an example, consider the subtree marked by the dotted rectangle in Figure 2. If an attacker reaches the root node “Break crypto keys” of this subtree and succeeds in accessing the shared secret \( k \), it can then take the step of creating signed but malicious control commands or altering surveillance/reconnaissance data.

3.3 Availability threats

Protecting the Availability of a system or data is concerned with ensuring that attackers do not succeed in preventing authorized entities from on-demand and timely access to data and system services. UASs utilize data (i.e. tele or
autonomously computed commands) and cyber services for real-time control of motion, onboard engines, various control surfaces and sensors that provide surveillance/reconnaissance data that is often used to support missions having real-time constraints. Conversely, an attacker’s objectives are to crash software components that are used to generate autonomous control commands, prevent timely delivery of remote commands sent over wireless or satellite links to an UAS and/or prevent timely delivery of surveillance/reconnaissance data from an UAS. Therefore, threats that can compromise the Availability of UAS include the following.

- **Jamming data communication links**: the UAV and UGV use wireless radio links to communicate with the GCS and to communicate surveillance and reconnaissance data. Similarly, UUVs may use acoustic communication links for their operations. Communication links, whether radio or acoustic, can be jammed by the jammers. A jammer transmits a high-energy random noise signal to increase interference (or greatly reduce the signal-to-inference ratio (SIR)) with the objective of increasing the bit error rate to unacceptable levels. Spread-Spectrum digital communication techniques (e.g. Direct Spread Spectrum and Frequency Hopping Spread Spectrum (FHSS)) are commonly used to minimize the adverse impacts of jamming.

- **DDoS attacks on GCS networks and FPDDs**: communication between the GCS and UASs often employ long-haul networks consisting of the interworking of multiple network segments, including publically accessible Internet segments. Attacking the Domain Name Service (DNS) by poisoning locally cached DNS records has been used successfully to disrupt the normal functioning of the Internet at a global level. Flooding a server or a network link with useless traffic is another common technique employed by attackers to compromise Availability. Typically, more sophisticated flooding attacks are DDoS attacks using botnets. A botnet consists of a large number of hijacked ordinary home computers, which are commanded by the attacker to simultaneously generate meaningless traffic directed at a targeted GCS server or Internet-visible FPDDs.

- **Injecting malware (viruses, worms and Trojans)** into GCS computers or FPDDs: since the GCS, UASs and FPDDs are all interconnected, malware injected into the GCS or a FPDD can also travel to UASs. Until 2010, BOVF exploits can be easily written to cause a return address being overwritten with random bytes to destroy a valid return address. This will typically cause a running program to try to access memory not allocated to it and force the software application containing such code to be immediately terminated by the operating system. Tools, for example, StackGuard, StackOFFence, etc. were developed to mitigate such stack smashing BOVF exploits. Finally, the use of a “No Execute” (NX) bit applied to the stack segment in the Windows-XP SP2 and to the Intel X86 class of processors ensured that any bytes placed on a stack cannot be interpreted as executable code. This fix led to a sharp reduction in such exploits. However, NX restrictions placed on the stack can be overcome by the use of the Return Oriented Programming (ROP) concept and opening another venue of BOVF exploits. Similarly, BOVF in buffers residing in the heap areas of memory have created serious vulnerabilities in systems ranging from handheld mobile devices to high-end servers used in servers. Exploitation of these vulnerabilities can cause some GCS servers, UAS embedded computers and handheld FPDDs to malfunction and compromise system Availability.

4. **Threat modeling and risk analysis**

Threat modeling is the first step towards building secure systems. It is used to identify vulnerabilities and find how attackers can potentially exploit these vulnerabilities in the system to be secured. In Section 2, we informally highlighted the need for the divide-and-conquer approach for managing security of complex systems by identifying various systems and subsystems (components) and interactions (inputs and outputs) amongst these components and with the external environment. In fact, Chapter 10 in Howard and LeBlanc is titled “All Input Is Evil” to emphasize the point that every input received by a component from the outside can pose a threat to the system. We take this assertion a step further by emphasizing that in the case of UASs, any output sent to the external environment also poses a threat. Outputs can not only be observed by unauthorized entities, but they can also be subjected to malicious alterations before reaching their destination.

According to Howard and LeBlanc, threats to information systems can categorized into six generic types — Spoofing identity, Tampering with data, Repudiation, Information disclosure, Denial of service and Elevation of privilege (STRIDE). The first four threats (Spoofing identity, Tampering with data, Repudiation, Elevation of privilege) are synonymous with Integrity. Information
disclosure threats compromise the Confidentiality and DoS threats compromise the Availability of system functionalities. Recent research papers\textsuperscript{54,55} demonstrate the applicability of the STRIDE approach to model threats and the use of these models for evaluating risk posed by these threats to CPSs and UAVs. The STRIDE approach suggests first dividing a system into functional components to facilitate identification of various threats that have the potential to compromise functionality of these components. Figure 1 shows the application of this step to the UAS infrastructure used in typical military applications. Since data is the primary resource that is used and can be compromised by cyber threats, the second step of threat modeling is to develop the so-called Data Flow Diagram (DFD), which identifies all possible data flows (i.e. inputs and outputs) between these components and from/to the external environment. Figure 3 shows the DFD for the UAS infrastructure shown in Figure 1. After identifying data flows, the next step is to analyze the cyber risks posed by threats that can adversely affect Confidentiality, Integrity and Availability of these data flows. There are several risk analysis tools are available, which include the CVSS,\textsuperscript{56} OCTAVE,\textsuperscript{57} MEHARI\textsuperscript{58} and ETSI.\textsuperscript{59} In this paper, we use the CVSS technique to evaluate the cyber risks to the UAS exemplified in Figure 1. It associates a risk with vulnerabilities based on the following three metrics groups – Base Group, Temporal Group and Environmental Group. The Base Group assigns a risk score to a vulnerability based on its exploitability, which depends on the following:

1. Access Vector (AV)—(Local, score = 0.395); (Adjacent Network, 0.646); (Public Network, 1.0); 2. Access Complexity (AC)—(High, score = 0.35); (Medium, 0.61); (Low, 0.71); 3. Authentication (Au)—(Multiple Times, score = 0.45); (Single, 0.55); (None, 0.705).

In addition, since a vulnerability sooner or later materializes into a threat, the CVSS also assigns an Impact metric to a vulnerability based on this threat’s ability to cause Confidentiality (C), Integrity (I) and Availability (A) damage. The Impact metric and associated score is defined for each of these security attributes as (None, Score = 0), (Partial = 0.0.275), (Complete = 0.66). The AV, AC and Au scores are combined to empirically calculate Exploitability and Impact sub-scores as

\[
\text{Exploitability} = 20 \times AV \times AC \times Au
\]

\[
\text{Impact} = 10.41 \times [1 - (1 - Impact_C)(1 - Impact_I)(1 - Impact_A)]
\]

\[
f(\text{Impact}) = 0 \text{ if } \text{Impact} = 0, \text{ else } f(\text{Impact}) = 1.17
\]
The sub-scores are combined to arrive at the Base Score for vulnerability using the empirical formula:

\[
\text{Base Score} = f(\text{Impact}) \\
\times [(0.6 \times \text{Impact}) + (0.3 \times \text{Exploitability}) - 1.5]]
\]

Together with the score, the CVSS technique assigns a base score vector to each vulnerability and threat:

\[
\text{Base Score Vector} = \left[\text{Base Score}, \text{AV}, \text{AC}, \text{Au}, \text{Impact}_C, \text{Impact}_I, \text{Impact}_A\right]
\]

The CVSS approach for calculating the risks faced by an UAS from a set of exemplary threats is summarized in Table 2.

In this example situation, we have assigned rational but “guesstimated” values to different threat parameters, that is, AV, AC, Au and impact of a threat to system confidentiality, integrity and availability, that is, Impact\_C, Impact\_I and Impact\_A, respectively. For example, the “C2 Radio Link Jamming” threat is assumed to be launched from a jammer that is part of the enemy network whose coverage extends to the targeted UAS. Assuming that the UAS C2 link employs a sophisticated FHSS anti-jamming measure, the “Access Complexity” (AC) is set “Low”; the jammer only needs to transmit a high-powered noise signal that occupies the frequency band of the C2 radio link. A further “Au” entry is set to “None”, since jamming does not require any authentication. The last two rows of Table 2 calculate the risk posed by the WiFi DisAssociate vulnerability that is inherent to any WiFi link (including WiFi links that use WPA encryption), since control commands in a WPA WiFi are not sent with any encryption. The WiFiDisAssociate attack only requires an attacker to send a DisAssoc data frame containing the spoofed Ethernet address of a WiFi node and requires relatively low complexity. However, its impact is to only complete compromise Availability. In contrast, the WiFiDisAssociate (Key-Theft) attack\textsuperscript{60} is complex, requiring sophisticated crypto analysis. However, it is capable of complete compromise of link Confidentiality.

The B-Score (BaseScore) column quantifies security risks that an UAS faces from different threats and is typically used to prioritize threats. Since managing any threat requires resources (e.g., CPU cycles, memory, communication bandwidth, financial budget, etc.), which are invariably limited, threat prioritization based on formal risk analysis facilitates allocation of resources objectively in managing identified threats. For the situation exemplified in Table 2, employing a jam-resistant C2 radio link (typically using FHSS technology) assumed the highest priority. Table 2 also identifies high risk that is inherent in existing WiFi technology because of the unencrypted control channel. Therefore, risk analysis also points out that finding a suitable fix for this vulnerability is a precondition for WiFi to be employed in an UAS for communicating surveillance and reconnaissance data securely.

The primary effect of this threat is to cause a DoS attack, that is, complete Availability compromise. The attacker can also eavesdrop on the four-way WPA handshake data exchanges and, with some additional effort, break the WPA passphrase using dictionary attacks, thus causing the Confidentiality attribute to be partially compromised. (By partial, we imply that attacker may not succeed in stealing WPA passphrases of all WiFi nodes.) With some more effort, spoofed WiFi data frames can also be inserted (i.e., a MITM attack) to compromise Integrity of this WiFi Link. Plugging in the CVSS scores mentioned above in Equations (1)–(5) gives Exploitability = 10, Impact = 8.4 and Base Score = 8.9.

In addition to computing to the BaseScoreVector, the CVSS can also capture the effects of time (e.g., with time, more software bugs and vulnerabilities get fixed) and environmental factors (e.g., collateral damage, location/ national sensitivity sensitive passwords) on the score vector by defining Temporal Group and Environment Group metrics, as shown in Figure 4.\textsuperscript{61}
5. Defending against cyber threats to unmanned autonomous systems

Based on our interpretation of the presentation on the Air Force’s medium term Cyber Vision, protecting UASs from cyber threats, particularly those used in military applications, requires multi-stage defensive architecture, as shown in Figure 5. In this diagram, the “Attack” is used to describe malicious attempts to intrude into the inner perimeter. The term “Intrusion” is used to represent an event that indicates that the outer perimeter has failed in detecting and preventing the attack, which now manifests as an intrusion into the inner perimeter. The outer perimeter’s purpose is to predict and detect attacks perceived to be directed towards the Air Force systems, including its UAV assets, and try to deflect such attacks. Attack deflection is achieved by placing a honeynet in the outer perimeter. The honeynet uses cyber maneuvers to divert attacks to the nodes within the honeynet. However, attack deflection mechanisms cannot be guaranteed to always succeed with probability one. When attack deflection fails, such an attack becomes an intrusion into the inner perimeter. Simultaneously, systems within the inside perimeter need to be subjected to proactive identification of vulnerabilities using malware scanning, probing and penetration testing using tools (e.g. NMAP, METASPLOIT, SNORT, system audits, etc.). Vulnerabilities so identified need to be removed by applying hardware, software and policy fixes to minimize intrusion probability. It should also be emphasized that scanning, probing and penetration testing efforts can fail to expose certain vulnerabilities; some identified vulnerabilities remain unpatched or attackers race ahead to uncover vulnerabilities. Such vulnerabilities are termed as zero day vulnerabilities and have become a serious cyber security concern, as evidenced by the Heartbleed security bug attack on the widely used openSSL, which may also be used by GCSs, UASs and PDDs.

When an attack becomes an intrusion its mitigation starts with intrusion detection through the use of Intrusion Detection Systems (IDSs). IDSs are either signature-based (e.g. SNORT) or anomaly based (e.g. PAYL, POSEIDON). An IDS typically issues only a notification that an intrusion has occurred and it does not take any action to mitigate the intrusion. An Intrusion Prevention System (IPS), besides including the functionality of the IDS, has additional logic for taking actions against an inclusion. For example, most retail malware scanners installed on home and office computers, besides detecting a malware in a downloaded file, also block or quarantine...
such files. Similarly, a network firewall installed at the entry point of interior perimeters implement logic for preventing the entry of packets that are deemed to be malicious. For the UAS infrastructure consisting of the GCS, UASs and FPDDs, although expected to be well protected by IDSs and IPSs, such protection tools have a small but finite probability of failing against sophisticated intrusions. When such failures occur in home, office and eCommerce computing, the common practice is to try to recover from the damage caused by intrusions. For example, if the intrusion resulted in the theft of personal information, recovery actions will include forensic analysis to identify the vulnerabilities exploited, developing an AT model of the intrusion, taking counter measures and informing affected individuals.

Recovery actions as identified above often take an indeterminate amount of time. Clearly, therefore, such a reactive strategy of responding to an intrusion is not workable for systems such as the UASs that have real-time constraints, where failure to meet these constraints can have serious implications. The alternative is to develop cyber system architectures that are organically intrusion tolerant and can survive intrusions. The basic objective of intrusion tolerance is to allow a cyber system to continue providing its services, despite having been compromised by intrusions. The Intrusion Tolerance (IT) idea was motivated by the principles of Fault Tolerant Systems (FTSs) that are used in applications requiring high availability (e.g. aircraft flight control systems). FTSs are designed primarily to deal with non-malicious failures caused by wear and tear, accidents, extreme conditions, human failures, etc., and tolerance to faults is typically achieved by incorporating redundancy in the system design. IT, in contrast, is motivated by the need to minimize the adverse impacts of security failures caused by malicious intrusions, which cannot only compromise system availability, but also system confidentiality and integrity. In the past few years, several intrusion tolerant cyber-system architectures have been proposed. A survey of these architectures is available in Heo et al. and three of these architectures, namely SITAR, MAFTIA and SCIT, have been compared by Nguyen and Sood. A quantitative security model developed by Madan et al. has shown that the security performance in terms of the probability of arriving into security failed states and Mean-Time-To-Security-Failure (MTTSF) to reach these states is improved in intrusion tolerant architectures. However, none of these architectures are capable of simultaneously tolerating confidentiality, integrity and availability-centered intrusions, making these architectures unsuitable for UASs. The simple redundancy used in SITAR, MAFTIA and SCIT in fact increases the probability of confidentiality and integrity compromises.

The architecture proposed by Madan and Banik is based on data Fragmentation, Coding, Dispersal and Reassembly (FCDR) of coded fragments across multiple, diverse and non-overlapping systems, and has been shown to be capable of surviving all such intrusions. In this architecture, each word of word-length $w = 8, 16, 32$ or $64$ bits of a data block or a packet is fragmented into $n$ fragments, such that each fragment is $v$-bits long, where $v = w/n$. These $n$ fragments are augmented by $k$ additional fragments of the same bit-size using erasure coding (e.g. Reed–Solomon coding) that creates a new word of $n + k$ fragments. These fragments are stored in $n + k$ separate storage blocks. Similarly, the data frame to be communicated over a wireless link is also transformed into $n + k$ fragments, which can be communicated using FHSS techniques. Since each fragment is $v$-bits long and a fragment can assume any random value $x, 0 \leq x \leq 2^{2^v} - 1$, such that value $x$ is transmitted at a different carrier frequency $f_x$. Ensuring that the mapping $x \rightarrow f_x$ is secret and known only to authorized senders and receivers, an attacker listening to these transmissions has no way of knowing the current carrier frequency $f_x$, thus making it very hard for the attacker to jam these transmissions. Similarly, not knowing $f_x$, the attacker will not be able to steal or spoof the data being communicated. This FHSS technique is referred to as Slow-FHSS. Fast-FHSS (F-FHSS) is a more sophisticated version of FHSS that uses multiple carrier frequencies within each bit time interval.

Erasure codes have the fundamental property that any $n$ healthy fragments out of $n + k$ fragments are necessary to arrive to be reassembled into the original data word. It therefore follows that a FCDR-based cyber system has the ability to survive up to $n - 1$ intrusions designed to compromise confidentiality and at least $k$ successful intrusions designed to compromise integrity and availability. The ability of the FCDR-based intrusion tolerant architecture to survive multiple intrusions that can compromise the confidentiality, integrity and availability of data stored in the file systems or communicated over networks makes it suitable for building intrusion tolerance capabilities in UAS infrastructures.

6. Conclusions

UASs are being designed with insufficient attention to cyber security concerns. This is despite the fact that UASs themselves and many important applications are driven by surveillance, reconnaissance and other situational data provided by the UASs. This paper emphasizes the need for a holistic approach that can provide robust security for protecting data and cyber systems from complex threats. The proposed approach suggests starting with the identification of threats relevant to the software and hardware components that form the UAS infrastructure to be protected. We have argued that since a large number threats have to be
dealt with and it is not feasible to build defenses against all such threats, cyber risk analysis should be performed to prioritize identified threats. Specifically, we have discussed the applicability of the STRIDE threat modeling and CVSS risk analysis tools for this purpose. The paper also argues for the need for modeling cyber-attacks before attempting to defend against such attacks. This need is justified by the fact that contemporary attacks can be very complex. In order to understand the behavior of a complex attack, an attack needs to be broken into a connected sequence of smaller compromises or atomic attacks, each of which exploits a single vulnerability in the system, as suggested in the well-researched “AT” approach for modeling a complex attack. The AT model can also provide insights into an attacker’s behaviors, which opens up the possibility of creating attacker behavior models. The paper also presents a structured approach for defending against atomic and complex intrusions into UASs. The suggested approach calls for attacks on critical cyber systems to be dealt with in multiple stages involving attack deflection, intrusion detection, intrusion prevention and intrusion recovery, since UASs often need to be controlled in real time and have to support real-time applications. In order to meet such requirements, we highlight the need for an UAS infrastructure to proactively survive intrusions since intrusion detection, prevention and recovery can take an indeterminate amount of time. Consequently, future UASs need to be embedded with cyber systems based on architectures that are inherently intrusion tolerant. This paper suggests the use of the FCDR technique due to its ability to tolerate Confidentiality, Integrity and Availability compromises in a single architecture. We are currently developing stochastic finite state models based on Madan et al.79 to analyze and quantify attack tolerance abilities of the FCDR techniques and other intrusion tolerance architectures78 in order to justify their usage in UASs.
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