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Abstract

We propose an approach for classifying multivariate time series based on extract-
ing shapelets, which are discriminative subsequences within time series capable
of differentiating between different classes. While univariate shapelet extraction
methods are well established, there has been little effort towards extending them
for the multivariate scenario. The few approaches that do exist for multivariate
shapelet-based classification make the assumption that the data from individual
sensors is independent of each other. In industrial processes such as manufac-
turing, we can observe the effect of a change in one sensor affect the data from
another sensor, as all the sensors record data synchronized in time. We attempt
to incorporate these temporal dependencies across sensors through a simple inter-
leaving heuristic, and evaluate our approach on a real silicon wafer manufacturing
dataset.

1 Introduction

The number of sensors used in real-world applications and the amount of measurements from these
sensors has been steadily increasing over the years, and has accelerated with the rise of the Internet-
of-Things. Sensor data from such real-world processes are typically not independent and identically
distributed (i.i.d.) and not drawn from a fixed distribution. This has led to the development of
methods such as Shapelets [1] which rely on matching discriminative subsequences that are learned
from a labeled training dataset and hence do not place any assumptions or restrictions on the structure
of data (unlike autoregressive and ARIMA time series models [2]). Most recent work on Shapelet-
based methods have focused on univariate time-series classification. In this work, we present a novel
extension of the Shapelets method to address the problem of multivariate time-series classification.

Time series shapelets [1] focus on extracting discriminative subsequences within the training set
that are most relevant for distinguishing between the positive and negative classes. A shapelet is a
subsequence or local temporal pattern in a time series that is a representative feature of the class to
which this time series belongs.

The advantage of using a shapelet-based approach is its fast classification time because most of the
computational complexity is in extracting shapelets from the training data; this training dataset is
not needed during classification. Shapelets are visually interpretable and domain experts can use
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them for deeper investigation and root cause analysis. Shapelets have been shown to be effective
and highly accurate for a variety of time series data mining tasks including classification, clustering,
summarization, and visualization [1, 3, 4, 5, 6, 7, 8].

However, most algorithms for shapelet mining only accept univariate time series data. There are a
few approaches (such as [5, 7, 9]) which propose extensions of the univariate shapelet extraction
method for multivariate use cases but all of them make the assumption that shapelets can be extracted
from different sensors independently of each other. This assumption does not hold for complex,
real-world datasets. For example, in the quality monitoring step of a manufacturing process, an
anomalous measurement in one of the sensors is also likely to be reflected in other sensors.

In this work, we explore interleaving measurements from multiple sensors as a means of applying
univariate shapelet-based classification algorithms to multivariate time-series. Following this step,
shapelets can be extracted by jointly considering the discrimination ability across all sensors. In-
terleaving is treated as a generalization of the approach of concatenating time-series from different
sensors. While naive concatenation also enables measurements from multiple time-series to be con-
sidered together, shapelets cannot be extracted since the size of the shapelet search window depends
on the length of each time-series itself. We demonstrate that the interleaving-based approach solves
this issue for shapelets and thus leads to an effective multivariate time-series classification algorithm.
We evaluate this approach on publicly available datasets that are widely used in time-series classifi-
cation research and show that the proposed method equals or outperforms state-of-the-art shapelets
methods in terms of classification accuracy.

2 Related Work

There are several approaches possible for extending the univariate shapelet extraction method (the
state-of-the-art being Fast Shapelets [4]) to multivariate data. A simple approach is to concatenate
all the dimensions sequentially to convert multi-dimensional to one-dimensional data as proposed by
Mueen et al. [3]. Ghalwash et al. [5] propose shapelet extraction through solving a convex-concave
optimization problem which has a restriction of extracting only one subsequence per dimension.

The two previous approaches most closely related to this work are Shapelet Forests [6] and Shapelet
Ensembles [9]. The Shapelet Forests approach combines shapelet extraction with feature selection.
Univariate shapelets are extracted from each dimension, shapelet decision trees are formed and the
final prediction is the weighted decision of trees from all dimensions, the weights for sensors being
learned from the data. The Shapelet Ensembles approach uses a majority-based voting from the
decision trees to set up an ensembling system - giving rise to an ensemble of decision trees. This
ensembling approach is contrasted against a concatenation-based approach.

Executing shapelet-based approaches can be slow, especially when using long time series instances,
since the complexity is quadratic in the length of time series (m) but linear in the number of time
series (n), i.e. O(nm2). Therefore, efforts have focused on efficient pruning techniques including
Logical Shapelets [3] and Fast Shapelets methods [4]. An alternative approach for shapelet extrac-
tion using stochastic gradient learning was proposed by Grabocka et al. [10].

3 Approach

We now describe how aspects from both concatenation and ensemble-based methods can be com-
bined to yield a novel multivariate shapelet-based time-series classification algorithm that is more
effective than existing methods for cases where the relative position of discriminative subsequences
in different sensors varies.

We first illustrate the intuition behind our approach. Consider the case with two sensors where a
time-series is to be classified to be in the positive class if a distinct shape (e.g., a peak) appears in
Sensor 1’s data stream followed by its appearance in Sensor 2. The appearance of these shapes in
any other order indicates that the time-series is to be classified as the negative class. Two instances of
this type are shown in Figure 1. In this case, most existing multivariate shapelet-based classification
algorithms that extract shapelets from each sensor independently of the other would fail since the
mere presence or absence of the shapelets is not sufficiently discriminative. On the other hand, if
the two sensor streams are concatenated, a (single) discriminative shapelet composed of the distinct
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shapes from each sensor can be identified, as shown in Figure 2. However, the shapelets extracted
based on concatenating fixed length segments is not local – the length of the shapelet is dependent
on the length of the window used for concatenation. In addition, the discriminative capacity of such
multi-variate shapelets depends on the relevance of each sensor stream to the class – the inclusion of
time-series segments from irrelevant sensors in the concatenated shapelet will increase the error rate
in shape pattern matching during classification. We have therefore developed an interleaving and
sensor ranking-based approach to make the extracted multi-variate shapelets invariant to the length
of segments and number of sensors.

Figure 1: Two multivariate instances each consisting of two time series (two sensors). The peak in
the data is a potential shapelet candidate but it is NOT discriminative enough to differentiate between
the two instances (which belong to opposite classes), because a similar pattern occurs in all four time
series.

Figure 2: Time series formed by concatenating data from all sensors for each instance in the previous
example. Now the potential shapelet candidate from the concatenated time series can discriminate
between the two classes.

Our proposed approach is called Inter-leaved Shapelets (ILS), and the overall approach is depicted
in Figure 3. The idea is to inter-leave time series segments across sensors from multiple dimensions
to form the final concatenated one-dimensional time series for each instance. The simplest way to
do this is to consider a fixed interval inter-leaving - segment size k at which we regularly cut the time
series and inter-leave the segments, i.e. first k elements of the first sensor, then first k elements of
the second sensor and so on until the first k elements of the last sensor, after which we concatenate
the (k + 1)th to 2kth element of the first sensor again and so on. In the end, we will have the same
number of univariate time series as the number of instances.

Figure 3: Inter-leaved Shapelets Approach
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To improvise upon our naive approach, we rank the sensors before performing the inter-leaving and
order the data according to the sensor ranks - from most important to the least. By doing this, we
ensure that (i) the shapelet extraction algorithm encounters data from the highly ranked sensors first
where a shapelet is more likely to be found, and (i) we can eliminate data from the lower ranked
sensors completely leaving them out of the inter-leaving process (they will be at the end of each
segment concatenation round). To implement this ranking scheme, we divide the training data into
a training and validation set. The ranking of the sensors is based upon using the shapelets extracted
from the training set to perform classification on the validation set.

Note that ILS can be extended by determining determining the “cut-points” for inter-leaving auto-
matically depending on detection of change-point events [11, 12] in the data. This can ensure that
we do not segment the time series when a change in structure is detected (such as the middle of a
data peak) and retain the shape of the change structure. It also reduces the number of cuts if nothing
anomalous is detected (in contrast with the current approach of segmenting at fixed intervals).

4 Evaluation

We use a real-world multivariate time series dataset, Wafer, which is publicly available1, to evaluate
the performance of our proposed ILS approach and compare it to the state-of-the-art. The Wafer
data is from a process used for manufacturing silicon wafers for semiconductor chips. It consists of
1194 multivariate instances with 6 time series in each instance. The data is heavily imbalanced –
only 127 of the 1194 instances belong to the anomaly class, the rest being normal.

The results are shown in Table 4. We experiment on two datasets, both created with 75%-25%
train-test splits - (i) the full Wafer dataset, as provided with the training and testing partitions, and
(ii) a balanced subset of the Wafer dataset with a 1:1 ratio of positive and negative class instances
(positive instances being randomly chosen, and all negative instances being used). In either case, we
use one-third of the provided training dataset for our validation set.

We experiment with a range of segment sizes for fixed interval ILS, denoted by ILS-k where
k is the segment size. We also compare our ILS approach to two state-of-the-art approaches –
Shapelet Forests (SF) [7] (majority voting feature selection considered) as well as Shapelet En-
sembles (SE) [9] (step ratio parameter set to the default 0.95). We can observe that our proposed
approach equals or outperforms both the state-of-the-art methods on the full as well as balanced
datasets for appropriate segment sizes.

Dataset SF SE ILS-2 ILS-10 ILS-20 ILS-25 ILS-30 ILS-50
Full 98.0 92.8 91.0 96.7 98.3 97.7 92.6 90.0

Balanced 96.9 82.8 90.6 95.3 87.5 87.5 96.9 84.4

Table 1: Classification accuracy on the Wafer dataset. ILS-k is the proposed approach where k is
the segment size.

5 Conclusion

This work presented our initial attempts towards a multivariate shapelet-based time series classifi-
cation approach based on a inter-leaving approach while performing concatenation of time series.
Even with a simple fixed interval cut-point heuristic, we were able to outperform baseline and state-
of-the-art approaches. In the future, we will perform more rigorous evaluation of this approach and
work on methods to determine the cut-points automatically through change-point detection, as well
as eliminate or filter data from lower ranked sensors as required.
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