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Marks of a CSUF graduate from the College of Natural Sciences and Mathematics

GRADUATES FROM THE COLLEGE OF NATURAL SCIENCES AND MATHEMATICS:

Understand the basic concepts and principles of science and mathematics.

Are experienced in working collectively and collaborating to solve problems.

Communicate both orally and in writing with clarity, precision, and confidence.

Are adept at using computers to do word processing, prepare spreadsheets and graphs, and use presentation software.

Possess skills in information retrieval using library resources and the internet.

Have extensive laboratory, workshop, and field experience where they utilize the scientific method to ask questions, 
formulate hypotheses, design and conduct experiments, and analyze data.

Appreciate diverse cultures as a result of working side by side with many people in collaborative efforts in the 
classroom, laboratory, and on research projects.

Have had the opportunity to work individually with faculty members in conducting research and independent 
projects, often leading to the generation of original data and contributing to the research knowledge base.

Are capable of working with modern equipment, instrumentation, and techniques.
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ABOUT THE COVER

The ongoing exploration using particle collisions has taken our understanding of the physical world into a new 
era.  With each discovery we make, we obtain new ideas, and in turn, drives our sense of learning.  We depict an 
illustration of a perceived effect of colliding with the quantum world with the hopes of motivating the scholars 
published in this journal to continue to grow their curiousity and contribute in the sciences that shape our world.
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Diffusible Iodine-Based Contrast-Enhanced Computed Tomography to Study Surf 
Perch (Embiotocidae) Reproductive Anatomy

Andrew Jaramillo
Advisor: Kristy L. Forsgren, Ph.D.
Department of Biological Science, California State University, Fullerton

The surfperches (Embiotocidae) are a family of fishes 
that reside along the Pacific coast of California. A 
distinctive life history trait of the surfperches is that 
they exhibit internal fertilization, also known as 
viviparity. Currently, it is unclear what tissues and/or 
organs are directly involved in surfperch sperm transfer 
from the male into the female reproductive tract. We 
are am interested in the natural (i.e., not dissected) 
relationship of the testes, genital papilla, and paired 
flask organs of the anal fin. Our study focused on the 
comparative reproductive anatomy of male surfperches: 
walleye surfperch (Hyperprosopon argenteum), black 
perch (Embiotoca jacksoni), shiner perch (Cymatogaster 
aggregata), and dwarf perch (Micrometrus minimus). Our 

study objective was to use a common medical diagnostic 
technique, computed tomography (CT) scanning, to gain 
a better understanding of surfperch reproduction. Fish 
were collected via beach seine, preserved in formalin, 
and stained with Lugol’s iodine solution prior to CT 
scanning [diffusible iodine-based contrast-enhanced 
computed tomography (DICECT)]. This unique 
technique capitalizes on iodine’s properites of hardening 
soft tissues so that they are visualized in contrast with 
hard (i.e., bone) tissue on the scan. Digital files (dicom) 
from high resolution DICECT scans were segmented 
by color-coding different tissues using the computer 
program ITK-SNAP in order to label structures and 
create a 3D image (Fig. 1). Each anatomical structure of 
interest was coded with a different color but the same 
color for each structure among different species in order 
to directly compare species (e.g., testes are blue, urinary 
bladder is orange). Our emerging research will provide 
additional insight into the functional morphology of 
surfperch reproduction and increase of understanding of 
internal fertilziation of marine fishes.

Figure 1. Dwarf Perch (Micrometrus minimus) anal fin cross section of 
a computed topography (CT) scan indicating the relationship between 
the flask organ (A), genital papilla (B), and the sperm duct (C).
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Effects of Fire on a Blackbrush and Joshua Tree Woodland in the Mojave Desert

Ariana M. Sanchez, Kassandra M. Rodriguez, Syndee R. Dunn, Andrew M. Jaramillo, and M. Kim Koval
Advisors: Jennifer L. Burnaford, Ph.D., and Darren R. Sandquist, Ph.D.
Department of Biological Science, California State University, Fullerton

ABSTRACT

Desert organisms are often highly adapted to extreme conditions, however, native desert communities can be slow to 
recover after major disturbances (e.g., wildfire) and are prone to invasion by non-native grasses. We examined plant 
community composition of a Mojave Desert Joshua tree woodland recovering from a 2005 fire by comparing adjacent 
burned and unburned areas in 2018. We hypothesized that fire disturbance would increase abundance of grasses and
annuals relative to an unburned area but decrease perennial species richness and diversity. We quantified the plant 
community using line transects, 50 m2 belt transects, and 0.25 m2 quadrats. Cover of non-native grasses did not differ 
between burned and unburned areas, but percent cover of native grasses was approximately ten times higher in the 
burned area than the unburned area. There was an average of 5.7 ± 0.6 (mean ± SE) perennial species in the burned 
area and 9.0 ± 0.7 in the unburned area. The diversity of perennial plants was higher in the unburned area (mean H’= 
1.742) than in the burned area (mean H’ = 1.075). We found an average density of 1.94 ± 0.1 individuals per m2 for 
annual plants in the burned area, but none were found in the unburned area. Despite 13 years of recovery, we found 
that the burned area community composition and cover remained very different from the unburned area, but that 
active management may not be necessary to prevent conversion to a non-native grass system.
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Enhancing reference genomes for cross-cultivar functional genomics in apples

1Brittany Cook, 1Mathew C. Simenc, and 2Heidi Hargarten 
Advisors: 1Joshua P. Der, Ph.D., and 2Loren Honaas, Ph.D.
1Department of Biological Science, California State University, Fullerton
2USDA Agricultural Research Service, Tree Fruit Research Lab, Wenachee, WA

ABSTRACT

Apples are one of the most valuable tree fruit crops in the United States, and modern advances in controlled-
atmosphere storage has made apples commercially available year-round. However, a number of economically 
important cultivars are susceptible to a number of storage disorders impacting post-harvest tree fruit quality. 
Understanding the physiology of these disorders has become an important component of apple breeding programs. 
While the apple genome was sequenced in 2010, the reference genome comes from a double haploid version of the 
Golden Delicious cultivar, but substantial genetic diversity among apple cultivars has represented a barrier to using 
genomic approaches in other economically relevant apple cultivars. We are using an RNA-seq and whole genome 
resequencing approach to characterize genetic diversity within apples and to improve the utility of the reference 
genome for cross-cultivar functional genomics. We have obtained and analyzed sequencing data from 62 samples 
of Honeycrisp (HC) and Granny Smith (GS) representing both healthy and diseased apples undergoing a number 
of storage treatments to identify genes related to post-harvest fruit quality. We selected 29 candidate genes, 15 
from GS and 14 from HC, to explore in detail the genetic differences between cultivars of interest and the reference 
cultivar, Golden Delicious. Gene expression levels for these genes were also validated using qPCR. We hypothesis 
that correlation between genes of interest and hotspots of variation emphasizes the need to explore these differences 
in greater detail to move forward in applied, functional tree-fruit genomics. With a subset of transcriptome samples 
from GS, we evaluated the mapping rate of RNA-seq reads to the Golden Delicious reference. Reads were aligned to 
the reference using HISTAT2 and the transcript models were determined using StringTie. We found that only 70% 
of our apple transcriptome data confidently mapped to the reference genome, highlighting the need for an improved 
reference. We are building de novo transcript models using Trinity and have re-sequenced the GS genome using both 
Illumina and PacBio whole genome shotgun reads. We are in the process of assembling the GS genome and quantify 
the distribution of genetic variation between GS and Golden Delicious apples.
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What is the relationship between longevity and innate immunity in Drosophila 
melanogaster?

Elnaz Bagheri and Melanie Martinez
Advisor: Parvin Shahrestani, Ph.D.
Department of Biological Science, California State University, Fullerton

ABSTRACT

Bacteria, viruses and fungi create infectious diseases that cause morbidity and mortality. This research focuses on 
two questions using fruit flies, Drosophila melanogaster, as the study system. First, what is the relationship between 
longevity and immune defense in short-lived and long-lived Drosophila populations? Second, what is the effect 
of chronological age on immune defense in the short and long lived populations? D. melanogaster populations 
were experimentally evolved to become differentiated in aging rates and longevity. Then five replicate short-lived 
populations were compared to five replicate long-lived populations for differences in immune defense against 
the fungal pathogen Beauveria bassiana. Immune defense was measured at multiple ages throughout the lifespan 
for all populations. Based on our preliminary results, post-infection survival is lower in short-lived populations 
at all chronological ages compared to the same ages in long-lived populations, and immune defense declines 
with age. After the age-specific immune defense phenotype is fully characterized, we will look for candidate 
immunesenescence genes using the existing whole-genome sequencing data of these ten populations. Results from 
this study can potentially inform the use of B. bassiana in biological control against mosquito vectors of malaria and 
dengue, which are genetically similar to D. melanogaster. Moreover, due to similarities between the innate immunities 
of fruit flies and humans, results from this study can inform the need for personalized medicine, such as treating old 
and young patients differently.
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Size Matters: Comparative Morphology of Rockfish Urogenital Papilla

Holly L. Suther
Advisor: Kristy L. Forsgren, Ph.D.
Department of Biological Science, California State University, Fullerton

ABSTRACT

Rockfishes are a popular recreational and commercial fishery in California. Rockfish catches account for 20% of 
the state’s commercial harvest, which contributes $550 million dollars annually to California’s economy. As an 
economically and ecologically important fishery, regulatory agencies monitor the status of rockfish populations. 
However, there is no accurate method to identify sex, data that has important implications for fishery management. 
The objective of our study is to increase our understanding of rockfish reproduction by characterizing the male 
urogenital papilla of various rockfish species in order to establish a reliable method of externally identifying sex in 
the field. Rockfishes [starry (Sebastes constellatus), vermilion (Sebastus miniatus), squarespot (Sebastes hopkinsi), blue 
rockfishes (Sebastes mystinus)] were collected in southern California via hook and line. Gonadal tissues and genital 
papilla were dissected and preserved, then embedded in paraffin wax. Tissues were sectioned using a rotary
microtome, stained, and histologically examined. Additional specimens were borrowed from the Natural History 
Museum of Los Angeles County for external measurements. We have determined that the morphology of the 
urogenital papilla is species-specific and can be used to accurately identify males. Our future work includes 
describing the morphology of additional rockfish species to develop a comprehensive tool for fishermen and agency 
biologists.
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Do Rural and Suburban Coyotes Have Different Diets? A Comparison Using Stable 
Isotope Analysis

Kaela Manalo
Advisor: Paul Stapp, Ph.D.
Department of Biological Science, California State University, Fullerton

ABSTRACT

Coyotes are opportunistic carnivores that thrive in urban and suburban settings because of their tolerance of humans 
and their ability to take advantage of both natural and anthropogenic foods. Many previous studies of coyote diets 
have used conventional methods (scat or stomach contents analysis), which provides a measure of diet over one 
or two meals and may be biased against certain prey types. We used stable carbon and nitrogen isotope analysis to 
compare the longer-term, integrated diets of coyotes from two rural areas of California (Fresno and
Mendocino Counties; N = 21) to diets of coyotes from suburban southern California (Los Angeles and Orange 
Counties; N = 126). We analyzed muscle tissue from the lower jaws of coyotes killed by vehicles or by animal control 
agencies. For a subset of 15 rural animals, we also analyzed samples of guard hairs and whiskers to determine if the 
isotope values from tissues that could be collected non-destructively were predictably similar to those of muscle
tissue, which must be taken from a dead animal. Muscle tissue of rural coyotes was significantly depleted in both 
δ 13 C and δ 15 N compared to suburban coyotes, and muscle δ 13 C of coyotes from Mendocino County was also 
significantly lower than that of ones from Fresno County. Muscle δ 15 N values did not differ between rural sites, 
suggesting that these coyotes occupied the same trophic level.Muscle δ 13 C was significantly depleted compared 
to δ 13 C of both whisker and hair tissue from the same animal, but whisker and hair tissue did not differ from one 
another. In contrast, δ 15 N of muscle tissue was significantly enriched compared to δ 15 N of whiskers and hair, 
which were only marginally different from one another. Our results suggest that coyotes from rural areas have a very 
different diet, likely composed primarily of herbivorous mammals like rabbits, rodents, and possibly livestock, than 
their suburban counterparts, whose food habits were highly variable. The consistent relationships between isotope 
values for muscle and whisker samples indicate that whiskers may be a suitable, non-destructive source of tissue to 
determine long-term diet using stable isotope analysis.
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Experimental Evolution for Longevity Differentiation in Drosophila melanogaster

Karen Walsh and Melanie Garcia
Advisor: Parvin Shahrestani, Ph.D.
Department of Biological Science, California State University, Fullerton

ABSTRACT

The evolutionary theory of aging proposes that the forces of natural selection start to decline after the first
age of reproduction in a population, and continue to steadily decline until the last age of reproduction, where these 
forces stabilize at zero or become weaker than random genetic drift. Past studies have used Drosophila melanogaster 
populations to show that gradually postponing the first age of reproduction, postpones the age at which the forces 
of natural selection begin to drop, and results in delayed aging and increased longevity. However, few studies have 
focused on identifying the differences between short-lived and long-lived populations of D. melanogaster on a 
genomic scale. The first genome-wide analysis of an experimental evolution study in a sexual organism found 
significant differences in single nucleotide polymorphisms (SNPs) between D. melanogaster populations selected 
for accelerated development and their controls, but longevity was not the main focus. Genomic studies involving 
longevity remain an under researched topic in experimentally evolved populations. In this study, we aim to identify 
candidate genes involved in longevity using a genome-wide analysis of experimentally evolved short-lived and 
long-lived populations of D. melanogaster . Long-lived populations are created by progressively postponing the first 
age of reproduction from 14 days to 70 days. To maximize the statistical power of finding these candidate genes, we 
use ten replicate populations selected for increased longevity, maintained on 70-day discrete generation cycles, and 
ten replicate populations that are treated as matched controls, maintained on 14-day discrete generation cycles. We 
have completed six generations of laboratory adaptation followed by four generations of selection for postponed 
reproduction, and will continue this process for at least 20 generations. Samples of the long-lived and short-lived 
flies are taken at various generational time points throughout the duration of the experiment and are preserved for 
genomic sequencing and comparison. Identifying regions of the genome that are differentiated between short and 
long-lived populations may provide candidate genes for human longevity. Determining the trajectories of adaptive 
alleles throughout experimental evolution could provide conservation biologists with tools to make predictions about 
how species may evolve in changing wild environments.
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The Effect of Pollutant Exposure on Fathead Minnow Nuptial Tubercle Development

Zsuzsanna Papp and 2Alvina Mehinto
Advisors: 1Kristy Forsgren, Ph.D.
1Department of Biological Science, California State University, Fullerton
2Southern California Coastal Water

ABSTRACT

The fathead minnow (Pimephales promelas) is an ideal model for examining the effects of environmental contaminants 
and has been used previously to establish assays for ecotoxicological impacts. Male fathead minnows develop a 
fatpad (i.e., grey spongy growth on their nape and back) and nuptial tubercles (i.e., numerous white bumps around 
the snout), which are distinctive secondary sexual characteristics in sexually mature fish. Our hypotheses are that: 1) 
nuptial tubercle characteristics are associated with reproductive developmental stages of sexually maturing males; and 2) exposure 
to potentially polluted waters of the Los Angeles River will influence nuptial tubercle formation. Fathead minnows were exposed 
to wastewater effluent near the Tillman Water and LA-Glendale Reclamation Plants for three weeks during May 
– June 2018. Fish cages which consisted of two identical tanks (i.e., A and B) were setup with 8 fish per tank and a 
total of 16 fish in each cage (n = 4 cages). Fish cages were placed near the shoreline and the water was circulated into 
the cages via pumps. Laboratory control treatments were set up at the same time; a negative control with filtered, 
“clean” seawater and a positive control with the hormone, estrone, added to filtered seawater (100 ng/L). On day 
0, 13 fish were terminally samples to establish baseline measurements for the project. After the exposure, fish were 
euthanized and the length (mm), weight (g), and gonadal weight (g) were recorded. Macrophotography documenting 
the head, particularly the snout with nuptial tubercles, were taken. In order to examine the nuptial tubercles, the 
front portion of the head was fixed using 10% neutral-buffered formalin for 48 hours then transferred to 70% 
ethanol until histological processing. The head region was first treated with decalcifying solution, then processed in 
a series of graded ethanols and xylene and infiltrated and embedded in paraffin wax. Tissues were sectioned in the 
coronal direction using a rotary microtome to a thickness of 5μm, mounted on slides, and stained with hematoxylin 
and eosin or Mallory Trichrome. Using Image J, photographs will be used to measure the area of the tubercles and 
document the pattern of nuptial tubercles. Tissue sections will be examined under light microscope to characterize of 
the nuptial tubercles by counting the number of tubercles and measuring the length (mm) and height (mm) of each 
tubercle. The data collection and analysis are ongoing. To date, we have determined that the chromatophore layer 
appears to reach into the nuptial tubercles from the layer within the dermis. We aim to provide a detailed histological 
description of nuptial tubercles to be used by a variety of biologists seeking to understand the impact of pollution on 
reproduction and exposure-based fathead minnow studies, which have primarily focused on pathology of gonadal 
development. Nuptial tubercle characterization will allow for external assessment of fathead minnow exposure 
experiments without the need for invasive dissection techniques. Overall, our research is important in order to 
demonstrate the impact of urban runoff, which could affect the sexual development of organisms exposed to effluent.
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Comparison of Alpha-2-Macroglobulins from Swine and Humans and their Copper 
Binding

1Alejandra Garcia, 1Cameron Marzvaan, and 2Enrico Falcone
Advisors: 1Maria C. Linder, Ph.D., and 2Peter Faller, Ph.D. 
1Department of Chemistry and Biochemistry, California State University
2Department of Chemistry, University of Strasbourg, France

Alpha-2-macroglobulin (a2M) is a member of the macroglobulin family of blood plasma proteins.  It has a variety 
of functions, ranging from trapping proteases and transporting zinc to binding and transporting inflammatory 
and anti-inflammatory cytokines and, growth factors and the small peptide regulating iron metabolism (hepcidin)
[1]. A2M is the main form found in most mammals, while the alpha1-inhibitor3 form dominates in the plasma of 
rodents. Some years ago, we determined in rats that a large plasma protein we named transcuprein was involved in
transporting copper to the liver (exchanging copper with albumin), and upon purification found it was alpha1-
inhibitor3[2]. We then showed that human a2M also bound Cu(II) tightly, and that this copper was readily delivered 
by a2M to cultured human cells[3]. As we have been studying aspects of copper metabolism in pigs, we decided to 
also investigate the structure and copper binding of pig a2M to compare it to that of human a2M. Human a2M was 
purified from the heparinized plasma of human volunteers (under an approved university IRB protocol), using the
established procedure for human a2M that uses a combination of PEG 8000 fractionation and Zn(II)-immobilized 
metal affinity chromatography. The resulting samples were separated in large pore size exclusion chromatography on 
Sephacryl S300. Human a2M eluted had one large peak eluting with an MW of ~900 kDa, and a much smaller peak 
of about 400 kDa. By SDS-PAGE, both peaks showed the expected 180 kDa band, indicating that most of the human
a2M was a tetramer, with a very small portion as a dimer. The copper content of the human a2M was 4 Cu atoms per 
tetramer (not taking into account potential non-specific binding), but was 2 Cu atoms per tetramer when copper was 
first removed and added back in the presence of human or rat albumin. The same purification procedure, this time 
beginning with heparinized Yorkshire pig plasma, eluted a protein about half the size (~360 kDa) of the human a2m,
indicating a dimer. Non-denaturing PAGE gave single bands and SDS-PAGE revealed a single band subunit with 
size of ~70 kDa. The Cu content of the pig protein was 4 Cu atoms per dimer. Preliminary data obtained by EPR 
gave similar but not identical profiles for the two proteins and indicated there were two binding sites, the main one 
with Cu(II) atoms most likely bound to three Ns and one O. However, mass spectrometry revealed the pig protein 
as hemopexin, identifying hemopexin as a copper transporter in swine. We are now conducting further studies on 
hemopexin as a copper carrying protein and purifying pig a2m.
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ABSTRACT

Oxime and oxime ethers form reactive intermediates, 
such as radicals and radical cations, when exposed to 
oxidative conditions. Previous studies have shown that 
in these oxidative processes, oximes tend to form an 
iminoxyl radical and oxime ethers tend to form a radical 
cation intermediate. These reactive intermediates can 
be used to synthesize heteroaromatic structures via 
intramolecular reactions with built-in nucleophiles 
or radical traps. Previous work has demonstrated that 
oxime ethers with built in aromatic groups can form a 
cyclized product (phenanthridine) when the aromatic 
ring behaves as a nucleophile attacking the radical 
cation center (Nitrogen atom) of the oxime ether. To 
further evaluate the general applicability of these types 
of reactions, we have extended our studies to built-
in nucleophiles that contain heteroatoms, including 
pyridine, thiophene and furan rings. Photolysis of 
the oxime ethers with built-in nucleophiles in the 
presence of a photosensitizer (chloranil (CA) or 
9,10-dicyanoanthracene (DCA)) resulted in the 
formation of the desired products, albeit in low yields 
for most of the substrates. The thiophenyl derivatives 
of the oxime ethers gave the most promising results, 
followed by the furans. The 2-thiophene derivative 
reacted best in the presence of DCA at 420 nm, whereas 
the 3-thiophene derivative reacted best in the presence 
of CA at 350 nm. It is unclear at the moment what causes 
this different behavior.

INTRODUCTION

Oxime and oxime ethers are widely used as drugs, 

additives, and pesticides.1 Drugs or pesticides that 
contain oximes or oxime ethers will be recognized in the 
human body as xenobiotic, meaning foreign molecules, 
which are going to be exposed to oxidative processes 
via metabolism by enzymes such as Cytochrome 
P450.2 When oximes and oxime ethers are subjected 
to oxidative processes, reactive intermediates can 
be formed, such as radicals and radical cations,3-5 
which can cause damage to DNA.6 These reactive 
intermediates can potentially also be useful in synthetic 
routes for preparing novel molecules. In order to 
take advantage of this potential reactivity, a better 
understanding of their reactivity is needed. To study 
these reactive intermediates in the laboratory we use 
photoinduced electron transfer (PET) to generate them 
under controlled conditions so that we can focus on 
understanding the structure and reactivity of these 
radicals and radical ions.
	 Previous studies have suggested that under 
oxidative conditions, oximes tend to form an iminoxyl 
radical (Scheme 1) and oxime ethers tend to form a 
radical cation (Scheme 2) intermediate. The oxime 
radical cation is short-lived because it is very acidic 
and deprotonates rapidly, forming the iminoxyl radical, 
which is fairly stable and relatively unreactive. Trapping 

Scheme 1. Oximes form iminoxyl radical in a two-step process with a 
presence of a photosensitizer.
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the oxime radical cation has been very difficult, making 
oximes less reactive in PET reactions.
The PET reactions of oxime ethers have been shown to 
be solvent-dependent. In a non-nucleophilic solvent 
(acetonitrile) the product formation can be explained 
by a mechanism that involves electron transfer followed 
by proton transfer (α to the oxygen) and subsequent 
β-scission (Scheme 2; top pathway). In a nucleophilic 
solvent (methanol) the mechanism is most consistent 
with a sequence involving electron transfer, followed by a 
nucleophilic attack on the nitrogen, a methanol-assisted 
[1,3]-proton transfer, and subsequent loss of an alcohol 
(Scheme 3, bottom pathway).7 In a non-nucleophilic 
solvent the product formation can be explained by a 
mechanism that involves electron transfer followed 
by proton transfer (α to the oxygen) and subsequent 
β-scission (Scheme 3; top pathway). In a nucleophilic 
solvent the mechanism is most consistent with a 
sequence involving electron transfer, followed by a 
nucleophilic attack on the nitrogen, a methanol-assisted 
[1,3]-proton transfer, and subsequent loss of an alcohol 
(Scheme 3, bottom pathway).7

	 The PET reactions of oxime ethers have been shown 
to be solvent-dependent. In a non-nucleophilic solvent 

(acetonitrile) the product formation can be explained 
by a mechanism that involves electron transfer followed 
by proton transfer (α to the oxygen) and subsequent 
β-scission (Scheme 2; top pathway). In a nucleophilic 
solvent (methanol) the mechanism is most consistent 
with a sequence involving electron transfer, followed by a 
nucleophilic attack on the nitrogen, a methanol-assisted 
[1,3]-proton transfer, and subsequent loss of an alcohol 
(Scheme 3, bottom pathway).7 In a non-nucleophilic 
solvent the product formation can be explained by a 
mechanism that involves electron transfer followed 
by proton transfer (α to the oxygen) and subsequent 
β-scission (Scheme 3; top pathway). In a nucleophilic 
solvent the mechanism is most consistent with a 
sequence involving electron transfer, followed by a 
nucleophilic attack on the nitrogen, a methanol-assisted 
[1,3]-proton transfer, and subsequent loss of an alcohol 
(Scheme 3, bottom pathway).7

	 The behavior of oxime ether radical cations in 
the presence of nucleophiles led us to investigate the 
reactions of oxime ethers with built-in nucleophiles to 
see if intramolecular reactions would occur. A series of 
2’-arylbenzaldehyde oxime ethers were synthesized and 
shown to generate the corresponding phenanthridines 
upon irradiation (420 nm) in the presence of 
9,10-dicyanoanthracene (DCA) in acetonitrile. 
Mechanistic studies suggest that the oxidative cyclization 
reaction sequence is initiated by an electron transfer 
step followed by nucleophilic attack of the aryl ring 
onto the nitrogen of the oxime ether (Scheme 4).8 

Scheme 2. Oxime Ethers form a radical cation in a one-step process 
with a presence of a photosensitizer.

Scheme 3. Mechanistic pathways of oxime ethers upon one-electron oxidation.7
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2’arylbenzaldhyde oximes did not undergo cyclization; 
the major product in those reactions was the parent 
aldehyde.
	 To further evaluate the general applicability of 
these types of reactions, we have extended our studies to 
built-in nucleophiles that contain heteroatoms, including 
pyridine, thiophene and furan rings, shown in Figure 1 
below.

	 Under these photooxidative conditions, oximes 
and oxime ethers are hypothesized to have three major 
routes of reactivity (Scheme 5). Pathway A proposes to 
form the parent aldehyde and nitrile compound which 
is expected to be the dominant pathway under certain 
conditions. Quinones (CA) tend to favor the formation 
of the nitrile. The products from this pathway are easily 
recognized in 1H NMR spectrum and can be verified 
by comparison of the reaction mixture to the authentic 
compound. Pathway B shows the targeted formation 
for the cyclized product “phenanthridine derivative.” 
Characteristic information from the NMR spectra will 
be formation of a new signal representing the iminyl 
hydrogen; the expected chemical shift will be similar to 
that of the one observed in previous studies.8 This type 
of cyclization is characteristic of oxime ethers and results 
in the formation of an alcohol as a byproduct depending 
on the ether group. In this study, O-methyl oximes are 
used and would produce methanol as a byproduct if they 
underwent cyclization through pathway B. Methanol can 
be observed in the 1H NMR spectrum at approximately 
3.30 ppm. At the same time the signal of the methoxy 
group in the starting oxime ether will disappear. Pathway 
C which shows a cyclization pathway that is thought to 

Scheme 4. Proposed Mechanism for 2-arylbenzaldehyde O-methyl oxime ethers.8

Figure 1. Oxime Ethers with different heteroaromatic groups that were 
synthesized and studied.
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involve iminoxyl radical as an intermediate. This would 
only be expected for oximes because oxime ethers react 
via their corresponding radical cations. These structures 
are more difficult to analyze in the NMR spectra 
although previous studies have generated N-oxides and 
their NMR spectra are known.9

RESULTS AND DISCUSSION

The o-aryl heteroaromatic aldehydes oxime and oxime 
ether derivatives were prepared according to standard 
literature methods with minor modifications.10,11 
Our initial photochemical experiments utilized the 
conditions established in previous studies.8, 12-15 All 
reactions were carried out on a small scale in NMR 
tubes using deuterated acetonitrile in order to follow the 
reaction progression by 1H NMR. The oxime and oxime 
ether derivatives we exposed to two different conditions: 
350 nm with CA as the sensitizer and 420 nm with DCA 
as the sensitizer.  None of the oxime derivatives showed 
any sign of cyclization and therefore only the oxime 
ether derivatives will be considered and discussed.

Thiophene Derivatives

Irradiation of both thiophene derivatives in the presence 
of a photosensitizer resulted in cyclization, as seen from 
the appearance of specific signals in the aromatic region. 
In addition, the formation of methanol is a predominant 

characteristic of the oxidative cyclization reaction of the 
O-methyl oxime derivatives:
	 Figure 2 shows the reactivity of (E)-2-(thiophen-

2-yl)benzaldehyde O-methyl oxime when irradiated in 
the presence of CA (350 nm) or DCA (420 nm) after 8 
hours. With CA as the sensitizer, the only result observed 
was E/Z isomerization, whereas with DCA, several 
new signals were observed after 8 hours of irradiation, 
suggesting formation of a new product.
	 Figure 3 clearly shows the disappearance of the 
singlet at 8.2 ppm and the formation of a new singlet 
at 9.25 ppm, which is consistent with the change in 
environment for the aldehyde proton in going from the 
starting oxime to the ring-closed structure.
	 The product from the reaction was positively 
identified as thieno[3,2-c]isoquinoline (the proposed 
cyclic product) when it was isolated and analyzed by 
NMR (Figure 4).
	 A similar experiment with (E)-2-(thiophen-3-yl)
benzaldehyde O-methyl oxime gave different results 
(Figure 5). Irradiation of (E)-2-(thiophen-3-yl)
benzaldehyde O-methyl oxime in the presence of CA 
gave a clean product mixture with new signals appearing 
at 9.2, 8.4, 8.2, 8.0, 7.9, 7.75, and 7.7 ppm. The mixture 
of the reaction with DCA on the other hand shows 
the signals observed in the reaction with CA as well 
as several other signals, suggesting the formation of 
multiple products.
	 Figure 6 clearly shows the disappearance of the 
singlet at 8.2 ppm and the formation of a new singlet 
at 9.2 ppm, which is consistent with the change in 
environment for the aldehyde proton in going from the 
starting oxime to the ring-closed structure.

Scheme 5. A diagram shows the proposed hypothesis for the outcome 
of photo-oxidation processes upon o-aryl heteroaromatic (2-thiophene) 
oximes and oxime ethers.
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Figure 2. Overlaid 1H NMR spectra displaying the photolysis reaction of (E)-2-(thiophen-2-yl)benzaldehyde O-methyl oxime at t=0 and t=8 hours 
for both Chloranil (CA) and 9,10-dicyanoanthracene (DCA).

Figure 3. Overlaid 1H NMR spectra displaying the photolysis reaction of (E)-2-(thiophen-2-yl)benzaldehyde O-methyl oxime at t=0 (blue) and t=8 
(red) hours for 9,10-dicyanoanthracene (DCA).
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Figure 4. Isolated product from the reaction of (E)-2-(thiophen-2-yl)benzaldehyde O-methyl oxime with 9,10-dicyanoanthracene (DCA).

Figure 5. Overlaid 1H NMR spectra displaying the photolysis reaction of (E)-2-(thiophen-3-yl)benzaldehyde O-methyl oxime at t=0 and t=8 hours 
for both Chloranil (CA) and 9,10-dicyanoanthracene (DCA).
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	 The product from the reaction of (E)-2-(thiophen-3-yl)benzaldehyde O-methyl oxime in the presence of CA was 
positively identified as thieno[2,3-c]isoquinoline when it was isolated and analyzed by NMR (Figure 7). The other 
possible cyclic product, thieno[3,4-c]isoquinoline, was not observed, suggesting that this reaction is regioselective 
and therefore a potentially useful method for preparing such products selectively.

Figure 6. Overlaid 1H NMR spectra displaying the photolysis reaction of (E)-2-(thiophen-3-yl)benzaldehyde O-methyl oxime at t=0 and t=8 hours 
for chloranil (CA).

Figure 7. Isolated product from the reaction of (E)-2-(thiophen-3-yl)benzaldehyde O-methyl oxime with Chloranil (CA).
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Furan Derivatives

Irradiation of the two furan derivatives, (E)-2-(furan-
2-yl)benzaldehyde O-methyl oxime and (E)-2-(furan-
3-yl)benzaldehyde O-methyl oxime, under the same 
conditions as those of the thiophene derivatives, did 
not yield any cyclic products as the major pathway. 
Photolysis of (E)-2-(furan-2-yl)benzaldehyde O-methyl 
oxime with CA seemed to result in E/Z isomeration 
(Figure 8; red line). After photolysis, the imine proton 
remains visible but other peaks in the aromatic region 
had shifted slightly, which is typical for E/Z isomers. 
This result is similar to that observed for the photolysis 
of the thiophene derivative under the same conditions. 
Irradiation of (E)-2-(furan-2-yl)benzaldehyde O-methyl 
oxime in the presence of DCA, however, yielded a 

mixture of products, none of which could be positively 
identified. Methanol formation was observed in the 
aliphatic region of the NMR spectrum, suggesting that 
cyclization is one of the pathways present under these 
conditions.
	 Unlike the reactions of (E)-2-(thiophen-3-yl)
benzaldehyde O-methyl oxime, photolysis of (E)-
2-(furan-3-yl)benzaldehyde O-methyl oxime in 
the presence of either CA or DCA gave little, if any, 
cyclization (Figure 9). In both cases, a variety of products 
are formed upon irradiation, however, it is unclear 
whether the desired cyclization is one of the pathways. 
Some methanol formation was observed, suggesting the 
cyclization pathway is present, however, the amounts are 
very small.

Figure 8. Overlaid 1H NMR spectra displaying the photolysis reaction of (E)-2-(furan-2-yl)benzaldehyde O-methyl oxime at t=0 and t=8 hours for 
both Chloranil (CA) and 9,10-dicyanoanthracene (DCA).
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CONCLUSIONS	

This study has shown that the use of certain 
heteroaromatic nucleophiles in photooxidative 
cyclization reactions, can lead to the formation of 
interesting heteroaromatic structures. Reacting (E)-
2-(thiophen-2-yl)benzaldehyde O-methyl oxime with 
DCA or (E)-2-(thiophen-3-yl)benzaldehyde O-methyl 
oxime with CA resulted in the formation of thieno[3,2-c]
isoquinoline and as thieno[2,3-c]isoquinoline 
respectively in very good yields. The reaction of (E)-
2-(thiophen-3-yl)benzaldehyde O-methyl oxime with 
CA was also found to be regioselective; only one of two 
possible products was formed. Similar reactions with 
furans as nucleophiles did not give the same results. The 
reasons for these differences are unclear, although it can 
be hypothesized that the presence of sulfur increases 
the nucleophilicity of the ring structure. Further work is 
underway, including theoretical calculations on relative 
energies of the proposed intermediates to further learn 
about the mechanistic aspects of these interesting 
reactions.

EXPERIMENTAL SECTION

Synthesis of 2-Aryl Heteroaromatic Ring Benzaldehydes

The 2-aryl heteroaromatic rings benzaldehyde 
derivatives were prepared by means of a Suzuki–Miyaura 
coupling reaction in which 2-bromobenzaldehyde is 
coupled with the boronic acid derivatives of the chosen 
heteroaromatic ring substrates as shown in Scheme 6. A 
pressure tube reactor (35 mL) supplied with a magnetic 
stir bar and purged by argon gas, was charged with 
triphenylphosphine (0.15 mol equiv), palladium (II) 
chloride (0.05 mol equiv), 2-bromobenzaldehyde (1 mol 
equiv), a boronic acid derivative of a heteroaromatic ring 
substrate (1 mol equiv), and 20 mL dimethylformamide 
(DMF).

Figure 9. Overlaid 1H NMR spectra displaying the photolysis reaction of (E)-2-(furan-3-yl)benzaldehyde O-methyl oxime at t=0 and t=8 hours for 
both Chloranil (CA) and 9,10-dicyanoanthracene (DCA).
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The reaction mixture was stirred at 110˚C for 10 
minutes after which 4 mL of aqueous sodium carbonate 
(2M) was added to the mixture. The reaction was 
left running for 48 h under argon atmosphere. Thin-
layer chromatography (TLC) was used to monitor the 
reaction. Subsequently, the mixture was extracted with 
diethyl ether (40 mL x 3), water (40 mL x 3), brine 
solution (40 mL x 3), and aqueous lithium chloride (5%) 
(40 mL x 3). The organic layer was dried over anhydrous 
magnesium sulfate, and then concentrated in vacuo. 
The concentrated mixture was purified by centrifugal 
chromatography using a chromatotron with a gradient 
of ethyl acetate and hexane as the eluting solvent. The 
synthesized parent aldehydes, their isolated yields, and 
their 1HNMR data are reported below.

2-(furan-2-yl) benzaldehyde (1)

Using the general procedure described above, 
2-bromobenzaldehyde (0.466 mL), 2-furan boronic 
acid (0.4899g), palladium (II) chloride (0.0417g), and 
triphenylphosphine (0.1972g) were reacted to yield the 
desired aldehyde. Purification was achieved by using 
a 10% ethyl acetate - 90% hexane solvent mixture. 
Yield: 0.7173g (98%), yellow oil; 1H-NMR (400 MHz, 
ACETONITRILE-d3) δ ppm 6.63 (d, J=5.26 Hz, 1 H) 
6.78 (d, J=3.42 Hz, 1 H) 7.46 - 7.52 (m, 1 H) 7.66 - 7.76 
(m, 4 H) 7.91 (d, J=7.82 Hz, 1 H) 10.33 (s, 1 H).16

2-(furan-3-yl) benzaldehyde (2)

Using the general procedure described above, 
2-bromobenzaldehyde (0.466 mL), 3-furan boronic 
acid (0.4866g), palladium (II) chloride (0.04200g), and 
triphenylphosphine (0.1951g) were reacted to yield the 

desired aldehyde. Purification was achieved by using a 
10% ethyl acetate, 90% hexane solvent mixture. Yield: 
0.6605g (95%), Dark yellow oil: 1H-NMR (400 MHz, 
ACETONITRILE-d3) δ ppm 6.71 (s, 1 H) 7.49 - 7.56 (m, 
2 H) 7.62 - 7.71 (m, 3 H) 7.93 (d, J=7.83 Hz, 1 H) 10.19 
(s, 1 H).17

2-(thiophen-2-yl) benzaldehyde (3)

Using the general procedure described above, 
2-bromobenzaldehyde (0.466 mL), 2-thiophene boronic 
acid (0.5648g), palladium (II) chloride (0.0506g), and 
triphenylphosphine (0.2028g) were reacted to yield 
the desired aldehyde. Purification was achieved by 
using a 20% ethyl acetate, 80% hexane solvent mixture. 
Yield: 0.8338g (98%), brown oil. 1H-NMR (400 MHz, 
ACETONITRILE-d3) δ ppm 7.15 - 7.22 (m, 2 H) 7.51 - 
7.64 (m, 4 H) 7.66 - 7.72 (m, 1 H) 7.95 (d, J=7.82 Hz, 1 
H) 10.13 (s, 1 H).16

2-(thiophen-3-yl) benzaldehyde (4)

Using the general procedure described above, 
2-bromobenzaldehyde (0.466 mL), 3-thiophene boronic 
acid (0.51694g), palladium (II) chloride (0.04680g), 
and triphenylphosphine (0.18061g) were reacted to 
yield the desired aldehyde. Purification was achieved by 
using a 20% ethyl acetate, 80% hexane solvent mixture. 
Yield: 0.7311g (97%), brown oil. 1HNMR (400 MHz, 
ACETONITRILE-d3) δ ppm 7.27 (d, J=5.01 Hz, 1 H) 
7.46 (d, J=4.28 Hz, 1 H) 7.50 - 7.59 (m, 3 H) 7.64 - 7.72 
(m, 1 H) 7.94 (d, J=7.82 Hz, 1 H) 10.07 (s, 1 H).18

Synthesis of 2-Aryl Heteroaromatic Ring Benzaldehyde 
Oxime Ethers

In a 100 mL pressure tube reactor equipped with a 
magnetic stir bar, a solution of the appropriate 2-aryl 
heteroaromatic ring benzaldehyde (1–4) (1 mol equiv) 
was dissolved in a 1:1 mixture of ethanol and water (60 
mL total volume). Next, methoxylamine hydrochloride 
(2 mol equiv) and sodium acetate (4.5 mol equiv) were 
added to the mixture and the reaction was stirred for 24 
hours at 85˚C. This is shown in Scheme 7 below.

Choices of  R:

Scheme 6. A diagram shows the Suzuki-Miyaura coupling reaction 
for 2-bromobenzaldehyde with the boronic acid derivative of 
heteroaromatic ring substrate (R).
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The mixture was then extracted with diethyl ether (40 
mL x 3), water (40 mL x 3), and brine solution (40 
mL x 3). The organic layer was dried over anhydrous 
magnesium sulfate, and then concentrated in vacuo. 
Centrifugal chromatography (Chromatotron) was used 
to purify the oxime ether using a gradient of ethyl acetate 
and hexane.

(E)-2-(furan-2-yl) benzaldehyde O-methyl oxime (5)

Using the general procedure described above, 
2-(furan-2-yl) benzaldehyde (0.6887g), methoxyamine 
hydrochloride (0.6681g), sodium acetate (1.476g), and 
ethanol with water (1:1) 60 mL were reacted to prepare 
the desired oxime ether. Purification of the crude 
material was achieved using a 10% ethyl acetate - 90% 
hexane solvent mixture. Yield: 0.6817g (85%), brown oil. 
1H-NMR: (400 MHz, ACETONITRILE-d3) δ ppm 3.93 
(s, 3 H) 6.58 (s, 2 H) 7.33 - 7.40 (m, 1 H) 7.44 - 7.50 (m, 
1 H) 7.64 (t, J=3.91 Hz, 2H) 7.83 (dd, J=7.89, 1.41 Hz, 1 
H) 8.42 (s, 1 H). 13C-NMR: (101 MHz, CDCl3) δ 62.01, 
110.01, 111.57, 127.07, 127.89, 127.92, 128.85, 129.63, 
130.30, 142.98, 148.26, 152.07.

(E)-2-(furan-3-yl) benzaldehyde O-methyl oxime (6)

Using the general procedure described above, 
2-(furan-3-yl) benzaldehyde (1.0823g), methoxyamine 
hydrochloride (1.06020g), sodium acetate (2.349g), 
and ethanol with water (1:1) 60 mL were reacted to 
prepare the desired oxime ether. Purification of the 
crude material was achieved using a 10% ethyl acetate, 

90% hexane solvent mixture. Yield: 1.0766g (85%), light 
brown oil. 1H-NMR: (400 MHz, ACETONITRILE-d3) δ 
ppm 3.91 (s, 3 H) 6.60 (s, 1 H) 7.33 - 7.46 (m, 3 H) 7.59 
(dd, J=9.66, 2.93 Hz, 2 H) 7.84 (d, J=7.82 Hz, 1 H) 8.22 
(s, 1 H). 13C-NMR: (101 MHz, CDCl3) δ 61.95, 111.86, 
123.89, 126.42, 127.57, 129.67, 129.81, 130.02, 132.63, 
140.59, 143.14, 147.82.

(E)-2-(thiophen-2-yl) benzaldehyde O-methyl oxime (7)

Using the general procedure described above, 
2-(thiophen-2-yl) benzaldehyde (0.6916g), 
methoxyamine hydrochloride (0.6764g), sodium 
acetate (1.4073g), and ethanol with water (1:1) 60 
mL were reacted to prepare the desired oxime ether. 
Purification of the crude material was achieved using 
a 20% ethyl acetate, 80% hexane solvent mixture. 
Yield: 1.0766g (98%), yellow oil. 1H-NMR: (400 MHz, 
ACETONITRILE-d3) δ ppm 3.92 (s, 3 H) 7.06 (d, J=3.55 
Hz, 1 H) 7.15 (dd, J=5.14, 3.55 Hz, 1 H) 7.39 - 7.50 (m, 
3 H) 7.51 - 7.54 (m, 1 H) 7.87 (dd, J=7.64, 1.53 Hz, 1 H) 
8.20 (s, 1 H). 13C-NMR: (101 MHz, CDCl3) δ 61.99, 
126.32, 126.57, 127.46, 128.05, 128.08, 129.53, 130.32, 
130.79, 134.34, 140.67, 147.81.

(E)-2-(thiophen-3-yl) benzaldehyde O-methyl oxime (8)

Using the general procedure described above, 
2-(thiophen-3-yl) benzaldehyde (0.6809g), 
methoxyamine hydrochloride (0.6497g), sodium 
acetate (1.356g), and ethanol with water (1:1) 60 
mL were reacted to prepare the desired oxime ether. 
Purification of the crude material was achieved using a 
20% ethyl acetate, 80% hexane solvent mixture. Yield: 
0.7711g (98%), dark yellow oil. 1H-NMR: (400 MHz, 
ACETONITRILE-d3) δ ppm 3.90 (s, 3 H) 7.15 - 7.17 (m, 
1 H) 7.34 (d, J=4.40 Hz, 1 H) 7.36 - 7.48 (m, 3 H) 7.51 
- 7.55 (m, 1 H) 7.86 (d, J=8.56 Hz, 1 H) 8.09 (s, 1 H). 
13C-NMR: (101 MHz, CDCl3) δ 61.94, 123.93, 125.77, 
126.25, 127.59, 129.10, 129.57, 129.94, 130.00, 136.70, 
139.97, 147.91.

Choices of  R:

Scheme 7. A diagram shows the synthetic procedure of making 2-aryl 
heteroaromatic ring benzaldehyde oxime ethers.
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Photolysis of Oxime Ethers.

A solution (10-15 mM) of the oxime ether and 
acetonitrile-d3 (CD3CN) was made and 1 mL of 
the solution was added to each nuclear magnetic 
resonance (NMR) tubes. A photosensitizer 
(9,10-dicyanoanthracene or chloranil) (5 mmol) was 
added to the NMR tubes. The samples prepared with 
9,10-dicyanoanthracene (DCA) were photolyzed at 
420 nm using a photoreactor for up to 8 hours. The 
samples prepared with chloranil (CA) were photolyzed 
at 350 nm using a photoreactor for up to 8 hours. The 
reaction was monitored by 1H-NMR every hour to track 
product production. An internal standard of either 
4-nitrobenzyl-bromide or 4-nitrobenzaldehyde was 
added following photolysis to determine product yield 
by 1H-NMR. Gas chromatography-mass spectrometry 
(GC-MS) was also used to verify product formation.
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ABSTRACT

The purpose of this study is to create a valid homology 
model for the human fatty acid amide hydrolase (FAAH) 
enzyme using as a 3D template a known experimental 
structure of the rat fatty acid amide hydrolase enzyme. 
This study was done by utilizing resources such as 
the protein database, ICM Pro molecular modeling 
software, and a structural analysis verification server. 
From observing the results of the five criteria from 
the verification server, it can be suggested that a valid 
homology model for human fatty acid amide hydrolase 
was created. Structural information provided by this 
homology model will be valuable in structure-based 
drug discovery and drug design of future FAAH 
inhibitors.

INTRODUCTION

Fatty acid amide hydrolase (FAAH) is an 
integral membrane enzyme that hydrolyzes the 
endocannabinoids, which are endogenous lipid 
ligands that activate the cannabinoid receptors, 
CB1 and CB2.1 Two endocannabinoids have been 
identified in mammals, anandamide (AEA) and 
2-arachidonoylglycerol (2-AG). FAAH terminates AEA 
signaling by hydrolyzing AEA to arachidonic acid and 
ethanolamine; two metabolites that do not activate 
cannabinoid receptors (Figure 1).2

	 The FAAH enzyme possesses an unusual serine-
serine-lysine (Ser241-Ser217-Lys142) catalytic triad that 
is conserved among different species. The first amino 
acid in this catalytic triad, Ser241 acts as a nucleophile 
and Lys142 is serving as an acid/base catalyst during 
hydrolysis of the amide bond. Ser217 serves as a ‘proton 

shuttle’ between Ser241 and Lys142, allowing FAAH to 
exhibit an unusual ability to hydrolase amides and esters 
at equivalent rates.
	 The pharmacological inactivation of FAAH 
produces analgesic, anti-inflammatory, anti-fibrotic, 
anxiolytic and mild antidepressant effects, without 
showing the undesirable side effects of direct 
cannabinoid receptor agonists. This indicates that FAAH 
is a promising therapeutic target for pain management 
and various pulmonary diseases.1 Several classes 
of FAAH inhibitors have been reported, including 
carbamates, ureas, and substrate-derived inhibitors 
(Figure 2).2, 3 However, the most potent among these 
inhibitors are mostly irreversible inhibitors that non-
selectively inhibit other hydrolases in peripheral tissues, 
including several carboxylesterases.4, 5 There is a clearly 
an unmet need to find novel, potent FAAH inhibitors 
that will be used as a potential therapeutics in pain 
management. 
	 As part of our ongoing efforts to develop novel 
FAAH inhibitors as potential therapeutics in pain 
management, we plan to design and synthesize a series 
of analogs based on the structure of known FAAH 
inhibitor PF750 (Figure 2) and evaluate their inhibition 

Figure 1. Anandamide is hydrolyzed to arachidonic acid and 
ethanolamine by FAAH
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for human FAAH enzyme. In addition, in order to better 
understand the binding modes of novel FAAH inhibitors 
and to complement future drug design efforts, we plan to 
conduct a docking study with our library of compounds. 
Since the crystal structure of the human FAAH enzyme 
has not yet been solved, our approach necessitates the 
use of a homology modeling paradigm. The overall goal 
of the experiment was to create an optimal and valid 
homology model for human fatty acid amide hydrolase 
enzyme and to identify the binding pocket in order to 
utilize it for docking studies in future experiments.
	 Here we describe our efforts to prepare a homology 
model of human FAAH enzyme and its validation. 

METHODS

Sequence Alignment, Homology Model Building and 
Model Evaluation 

	 Amino acid sequence of human FAAH enzyme 
was retrieved from NCBI protein database.6 Sequence 
alignment was carried out with the ICM Pro 3.61 Pro 
(based on ZEGA sequence alignment7 - Needleman and 
Wunsch algorithm with zero gap and penalties). To make 
the homology model, we used a homology algorithm 
from ICM Pro 3.6. Making a homology modeling 
ICM PRO required an initial placement of the aligned 
polypeptide chain to the template structure. During 
this process the side-chain torsion angles are predicted 

through optimization simulations for the energy of all 
non-identical residues. The conformation model of 
protein secondary structure relies heavily on the internal 
coordinate definition and Biased Probability Monte 
Carlo (BPMC) optimization. The analysis of how well 
the 3D model appears is calculated by ICM Pro, along 
with creating possible backbone deviations between 
homologues in the model. Between several crystal 
structures available in PDB database, we selected as a 
template a crystal structure of rat FAAH enzyme (PDB 
code: 3QK5). In order to create the suitable homology 
model for human FAAH, the sequence of human FAAH 
and the rat FAAH PDB template were converted to the 
ICM model. Conversions to ICM model were performed 
by optimization of hydrogens, certain amino acids (H, 
P, N, C, Q), and ligand tautomer, assignment of the 
secondary structure, and approximations of the formal 
charges of the ligands. This allowed for the new structure 
to be formed using the rat FAAH enzyme crystal 
structure as the template. Following the completion 
of the building the homology model, we identified the 
binding pocket. In order to validate the model, programs 
such as Procheck, Verify3D, Errat, What check and Prove 
from SAVES metaserver were used. 

RESULTS AND DISCUSSION

Homology modeling has become a common technique 
in the last couple years, and this procedure usually 
consists of four sequential steps:8 
1) template recognition; 2) alignment of the target 
sequence and template structure(s); 3) model building; 
and 4) model verification.
Docking studies usually follow homology modeling as 
separate experiments.

1) Identification of suitable template- The main challenge 
in homology modeling is to find a suitable template. 
Since the crystal structure of the human FAAH enzyme 
is still not solved, the only way to achieve our objective 
is to use the most similar enzyme structure (that has 
been determined by X-ray crystallography) as a template 

Figure 2. Known FAAH Inhibitors



32

to build the homology model. The first step of any 
homology modeling method begins with the selection 
of a suitable structural template from the Protein Data 
Base (http://www.pdb.org).9 As a template for building 
the human FAAH enzyme homology model, we selected 
the crystal structure of the rat fatty acid amide hydrolase 
(PDB code: 3QK5) since its crystal structure is solved at 
the highest resolution (2.20 Å) that we found deposited. 
Generally, values of crystal structures of 2.2 Å and below 
are optimal for homology modeling and docking studies.

2) Sequence alignments- Despite recent advances in 
methods used to generate homology models, a difficult 
aspect is the initial alignment between the target 
sequence and template structure. A common method 
to align the target and the template is through usage of 
a sequence alignment software. Alignments of target 
sequence to the template structures were made using 
the ICM Pro sequence alignment program, using 
program default parameters. The ICM Pro alignment 
program is based on a ZEGA algorithm (zero gap and 
penalties). The sequence alignment of the human FAAH 
enzyme shows excellent sequence identity with the 
rat FAAH enzyme sequence template with more than 
80% sequence similarity (Figure 3). As seen in Figure 
3, the alignment of rat and human FAAH sequences 

contains many conserved residues (shown by green) 
that are essential for enzyme function. After obtaining 
the sequence alignment, a homology model can be built 
using rat FAAH PDB file as the template.

3) Homology modeling of a human FAAH enzyme- 
After obtaining a suitable template and generating an 
alignment between the target (human FAAH enzyme) 
and the template structure (rat FAAH enzyme), spatial 
restraints were used to create a homology model of the 
human FAAH enzyme (Figure 4). Spatial restraints 
can be obtained from a number of sources that include 
homology-derived restraints and molecular mechanics-
based or statistically derived preferences for bonded and 
non-bonded interactions.8 An example of a program 
that uses this style of homology modeling is ICM Pro. In 
addition to the satisfaction of spatial restrains, another 
successful method to generate homology models is 
the concept of positional tethers. Tethering and other 
proprietary methods are also available in ICM Pro. From 
doing this, a model can be formed. Figure 4 depicts the 
outcome of the modeling; where each component of the 
secondary structure in the model was colored in order to 
better differentiate each shape. The homology model was 
then reconverted back to the PCB form in order to assess 
validity of the model. 

Figure 3. Sequence alignment of rat and human FAAH
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4) Model evaluation- Evaluation methods verify whether 
a model satisfies standard steric and geometric criteria. 
All of the tools used in the construction of a model 
(e.g. template selection, alignment, model building, and 
refinement) has its own internal measures of validity. 
In order to evaluate the constructed human FAAH 
enzyme homology model for the purpose of our study, 
we used several different programs for evaluation that 
are available via the server of the UCLA-DOE Institute 
for Genomics and Proteomics. This Institute offers a 
service called Structural Analysis and Verification Server 
(SAVES)10 that encompass five verification tools for the 
model evaluation: a) Procheck11; b) What_check10; c) 
Errat12; d) Verify_3D13; and e) Prove14.

a) A homology model was first evaluated using the 
program Procheck. The aim of Procheck is to assess 
how normal, or unusual, the geometry of the residues 
in a given protein structure is, as compared with 
stereochemical parameters derived from well-refined, 
high resolution structures. Ramachandran plot, which 
is a plot of the φ-ψ torsion angles for all residues in 
the structure, is one of the important parameters in 
Procheck for assessment of structures. Ramachandran 
plots for the human FAAH homology model is shown 
in Figure 5. A simple measure of quality that can be 
used from the plot is the percentage of residues in 
core region, and allowed regions should be very high 
(>90% residues). Another important factor in structural 
assessment is Goodness factor or G-Factor which shows 

the quality of dihedral, covalent and overall bond angles. 
These scores should be above -0.5 for a reliable model. 
From observing the Ramachandran plot it can be seen 
that 89.1% of the residues are the most favorable region. 
In addition, 10.5%of the residues were found in the 
additionally allowed region. Although the percentage of 
residue in the most favorable region is not over 90%, it is 
close enough to deem it valid. To add on, the model was 
found to have a G-factor of 0.2, meaning the quality of 
the bond angles are good.

b) The results obtained from Errat are shown in Figure 
6. This program counts the number of nonbonded 
interactions between atoms (CC, CN, CO, NN, NO, 
and OO) within a cutoff distance of 3.5 Å. It gives an 
overall quality factor for each protein structure, which 
is expressed as the percentage of protein for which the 
calculated error value falls below 95% rejection limit. 

Figure 4. Homology model of human FAAH

Figure 5. Ramachandran plot of human FAAH homology model
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Good structures produce these values above 90%. 
Accepted range is above 50%. The template structure of 
rat FAAH enzyme, PDB: 3QK5, has an Errat value of 
85.294. From running an Errat on the FAAH homology 
model, it was found to have an overall quality factor of 
93.585. Comparing the original template to the model 
shows that the model as a whole is more refined. In 
addition, a quality factor of 93.585 suggests that the 
structure of the model is valid.

c) The Prove results for the human FAAH homology 
model are shown in Figure 7. The stereochemical 
criterion implemented in this method is regularity or 
irregularity of atom volume. It provides an average 
volume Z-score of all the atoms. Z-score is calculated as 
the difference between the volume of the atom and the 
mean atomic volume for the corresponding atom type, 
divided by the standard deviation of the appropriate 
distribution. 
	 Atoms in test proteins are scored using a Z-score 
standard deviation (Zstd), which is how many standard 
deviations their volume is from the mean (Zsm) for 
that atom type. A structural Z-score RMS (Zrms) is 

calculated using the square root of these scores. High 
scores have been found to be associated with uncertainty 
in the structure. Structures with poor resolution 
generally have a Zrms greater than 1.2, while for well 
resolved structures, the Zrms is around 1.0. The success 
of the Prove test was determine by the percentage of 
buried atoms in the model. In order to pass, less than 
1% of the atoms should be buried. The caution range 
was between 1-5% while the error range is considered 
anything above 5%. From conducting the Prove test, 
it was found that the homology model had 5.1% of its 
atoms, as well as a total of 116 outlier protein atoms, 
buried. From this 
	 Prove test, it can be determined that there were 
errors when creating the homology model. However, the 
model did show that the average Z score for the model 
for all resolutions hovered slightly above 0 but below 0.1 
with the exception of one outlier at about 0.8. What this 
shows is that the certainty of the model is valid, but it 
contains an unusual number of buried atoms within it. 
The buried atoms are most likely hydrophobic residues 
within the protein. These buried atoms do not have 
direct contact with the ligand, but they are essential for 

Figure 6. Errat analysis of human FAAH homology model.

Figure 7. Z-score results from Prove test of homology model.
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providing its shape and chemical properties. Changing 
the number of atoms buried within the protein can alter 
its three-dimensional shape to the point where it can 
possibly deactivate the active site. In order to keep the 
structural integrity of the homology model, the number 
of buried atoms were not altered.

d) Verify3D evaluates the sequences that are most 
compatible with the environments of the residues in the 
3D structure. The environments are described by: the 
area of the residue buried in the protein and inaccessible 
to solvent, the fraction of sidechain area that is covered 
by polar atoms (O and N), and the local secondary 
structure. Verify3D works best on proteins with at 
least 100 residues. Verify3D measures a compatibility 
score to each residue of a full-atom protein structure, 
in other words, the compatibility of a model with its 
sequence. Verify3D results shown in Figure 8 represent 
the Verify3D average data score of the homology model 
generated in comparison with template. The score which 
matches the template and has value >0.2 for all or most 
of the residues indicates a reliable model. Negative or 
less than 0.2 scores are indicative of potential problems. 
From the data collected in the table, it was observed that 
92.65% of the residues had averaged a 3D-1D score >= 
0.2. An acceptable model should have 80% of its residues 
have a 3D-1D score >= 0.2. This data suggests that the 
3D structure of the model is valid.

e) What check program is derived from a subset of 
protein verification tools from the WHATIF program. 
The program evaluates: bond lengths, bond angles, 
omega angle restraints, side chain planarity, improper 

dihedral distribution and inside/outside distribution. 
It does extensive checking of many stereochemical 
parameters of the residues in the model and it gives 
an overall summary of the quality of the structure as 
compared with current reliable structures. This summary 
is most useful for biologists seeking a good structure to 
use for modeling calculations. The first part of the Table 
1 shows a number of constraint- independent quality 
indicators. All structure Z-scores, like, second generation 
packing quality, Ramachandran plot appearance, chi-1/
chi-2 rotamer normality, backbone conformation, 
and RMS Z-scores, should be positive. Positive values 
are just greater than average and do not necessarily 
mean that negative values are failure. The second part 
of these tables (in blue) mostly gives an impression of 
how well the model conforms to common refinement 
constraint values and these numbers should be close to 
1.0. The overall summary report of the model explains 
that it passed the What check. From observing the data 
collected from the What check, it can be determined 
that the homology model contained abnormalities in 
its backbone conformation as well as unfavorable bond 
lengths, side chain planarity, and B-factor distribution. 
However, the only major abnormality would be the 
backbone confirmation (Table 1). A score of -32.479 
suggests that the backbone conformation of the 
homology model is unusual for the protein. This can 
be attributed to the backbone not being recognized by 
the software, and thus not being able to be compared 
to other backbone structures in the database. To fix 
this issue, the backbone should be compared with 
database structures, while taking advantage of C-alpha 
superpositions with some limitations to the position 

Figure 8. Verify 3D of Homology model
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of oxygen in the backbone. Although, the What check 
flagged these abnormalities, the values are still within 
reasonable range to determine that the model is valid. 
	 Knowing that the homology model passed the 
validation tests, the binding pocket was then identified 
(in blue) in order to dock compounds for future 
experiments (Figure 9). ICM Pro docking algorithm 

made a box around the predicted ligand binding site and 
the energy maps of the environment within the docking 
box were constructed. Using the information from the 
literature and mutagenesis binding data of known FAAH 
inhibitors, we visually inspected the binding site in 
homology model and the location of the binding site is 
in the agreement with the current literature. 

CONCLUSION

Creating a homology model for an unknown crystalized 
structure can provide valuable insights in structure-
based drug discovery and future drug design. Although, 
the homology model created for this experiment did 
show some minor abnormalities, it did produce positive 
results overall and will be used for future docking 
experiments and will help guide our future medicinal 
chemistry efforts and studies.
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ABSTRACT

One of the treatments for cancer is the use of 
chemotherapy, which involves the administration of 
anti-cancer drugs. The drugs are given to patients 
through the bloodstream and radiate throughout the 
body, attacking the growth of all cells. Although this 
treatment is effective in fighting cancer, the drugs may 
have toxicity that also inhibits healthy cells, which 
produces various side effects. With the advancement of 
technology, the creation of drug delivery nanostructures 
made of folded DNA (DNA origami) is now possible. 
In this work, caDNAno software was used to design 
an original static circular structure and a bio-
nanorobot intended to act as a delivery system for the 
chemotherapeutic drug doxorubicin. The nanorobot 
was created using DNA origami which self-assembles 
into a cancer-targeting nanotube. In initial studies, 
transmission electron microscopy confirmed the folding 
of the static design into a circular nanostructure. When 
analyzed by agarose gel electrophoresis, both the static 
circular design and the dynamic nanorobot displayed 
a uniform molecular weight, consistent with successful 
folding of the structures. This dynamic nanorobot design 
has potential to promote the prevention of cancer while 
decreasing side effects using biological material as a 
specific drug delivery system.

INTRODUCTION 

     Cancer is the name of a collection of diseases in 
which an infected cell begins to divide rapidly, growing 
into surrounding tissues. The cancer cell does not follow 
normal division pathways; instead, the cell multiplies 

at a higher rate and begins to build up in any part of 
the body.  Some cancer cells may break off the primary 
cancer complex and travel throughout the body; this 
is called metastasis. Most cancer cells receive their 
nutrients from the blood vessels, creating a direct linkage 
between the cell complex and vessels surrounding it. 
This linkage is how the cells can travel throughout the 
system (Torre et al.2015).
	 Cancer has a major impact on society today and 
is the leading cause of death worldwide. In 2012, the 
National Cancer Society reported 14.1 million new 
cases of cancer and 8.2 million cancer-related deaths 
worldwide (Torre et al. 2015). The number of new cases 
continues to rise every year. Millions of dollars are spent 
within the cancer research community to discover more 
insights into how these cells form and how to cure the 
disease. In modern-day treatment, a cancer patient will 
undergo various forms of treatment such as surgery 
and chemotherapy. The treatment will be specific to 
their disease progression and type. Almost all types of 
cancers are treatable with chemotherapy, which involves 
injecting the patient with anticancer drugs that are 
toxic to the cells, resulting in the killing of cancer cells 
throughout the body.  There are many types of anti-
cancer pharmaceuticals available, all having different 
mechanisms of attacking the cancerous cell. Although 
they inhibit the growth of cancer in distinctive ways, 
they are all accompanied by side effects. These side 
effects include nausea, hair loss, fatigue, loss of appetite, 
easy bruising. All these side effects take a large toll on the 
patients’ health and strength. Chemotherapy treatment is 
correlated with side effects because most drugs not only 
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attack infected cells but healthy cells as well, inhibiting 
the growth of healthy cells (Torre et al. 2015). However, 
chemotherapy is the leading treatment along with 
surgery to overcome the disease.
	 Doxorubicin (C27H29NO11) is a common anticancer 
chemotherapeutic drug used for solid tumors and 
acute leukemias (Rivankar, 2014).  Doxorubicin is a 
cell cycle-nonspecific drug which is most active in the 
S-phase. Doxorubicin will slow or stop the growth of 
cancer cells by blocking the enzyme Topoisomerase II. 
This enzyme is needed by the cancer cell to divide and 
grow. Doxorubicin is currently delivered through the 
bloodstream allowing access for the drug to attack both 
healthy and infected cells. Delivery of the drug directly 
to the infected cell would allow healthy cells to continue 
to live and potentially eliminate some of the damaging 
side effects of chemotherapy (Zhang et al. 2014). 
	 Many studies within the past ten years have focused 
on developing alternative ways to administer anti-cancer 
drugs specifically to infected cells, allowing the reduction 
of the side effects correlated with treatment.  One of 
the new systems is bio-nanorobotics. In this method, 
a nanostructure is designed with biological materials 
that hold mechanisms allowing the nanorobot to be 
capable of actuation, intelligence, and sense (Bloh 2013).  
Bio-nanorobots are made using biological materials 
such as DNA, proteins, and RNA. DNA molecules are 
a promising strategy to advance medical technology 
because they have been shown to be excellent substrates 
for the construction of dynamic mechanical molecular 
devices (Li et al. 2018). 
	 DNA origami is a process that enables the rational 
design and production of DNA nanostructures with 
controlled size and shape. In this technique, a single-
stranded viral DNA strand (M13mp18) (the template 
or scaffold) self-assembles with staple strands (primers 
composed of 15-50 bases of nucleotides) during an 
annealing process to form double-stranded helical DNA 
structures called nanotubes. These DNA nanotubes are 
the biomaterial utilized in designing nanoscale DNA 
structures, since the helices act as a rigid body or a link 

(Su et al. 2015). In contrast, regions of single-stranded 
template DNA connecting the helices together will allow 
movement to occur between the nanotubes, and thus, 
single-stranded DNA can be considered as joints or 
connections for these links (Su et al. 2015).
      In the current study, using DNA origami, we 
have designed a nanorobot intended to deliver a 
chemotherapy drug specifically to cancerous cells. To 
accomplish this goal, first the origami structure and drug 
to be delivered were chosen. Second, the DNA origami 
rectangular shape was modified to allow attachment of 
the drug. Finally, rectangular shaped DNA nanorobots 
that self-assemble into tube-like formations were 
designed to enclose and deliver the drug to cancerous 
cells.  

METHODS 

Programming of DNA master thermocycler  

	 An Eppendorf 5331 Mastercycler gradient 
(Eppendorf, Hauppauge, NY) was used to apply 
the temperature gradient to form all DNA origami 
structures. The programmed decrease of 1°C per min 
from 95-20°C was modified from previously explored 
protocols (Rothemund 2006).

Design and editing of static structures 

	 M13mp18 viral DNA (Bayou Biolabs, Metairie, 
LA) was used as the scaffold backbone for DNA 
nanostructure designs. Circular structures were designed 
with the software caDNAno, which allows for creation 
and editing of staple (DNA primer) strands (Douglas 
et al. 2009). The software option to add staple strands 
automatically was utilized to create 15-50 bases long 
staples but required optimization of the segments that 
bind directly to the scaffold backbone. The binding 
segments were designed to have a minimum of 7-10 base 
pairs (bp) on both sides for binding to the scaffold DNA.

Formation of static structures 

	 The thermocycler was programmed to decrease 
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1°C/min from 95-20°C (Rothemund 2006). M13mp18 
scaffold DNA (5 nM) and staple strands (50 nM) were 
added to a buffer containing 40 mM Tris, 20 mM acetic 
acid, 2 mM EDTA, and 12.5 mM magnesium acetate, pH 
8.0 (TAE-Mg buffer). 

Design and Formation of DNA Complex

	 For creation of the dynamic DNA nanostructure, 
initial design and optimization were performed using 
the caDNAno software. This program can be paired with 
Autodesk Maya (2015) to provide a 3D representation 
of the nanotubes in the structure (Douglas et al. 2009). 
Single-stranded M13 viral DNA (10 nM) was mixed 
with 80 nM short staples and functional strands of DNA 
in TAE-Mg buffer. The DNA was then incubated in a 
thermocycler with the same program used for static 
structures. 

Assessment of DNA formation

	 DNA complex formation was assessed through 
1% agarose gel electrophoresis with ethidium bromide 
staining.  Each well held 16 µL of DNA sample and 4 
µL of 5X DNA loading dye (Bio-Rad, Hercules, CA).  
Samples were run at 100 V for 1 hour.  Static structures 
were also visualized using transmission electron 
microscopy (TEM) in collaboration with Dr. Thomas 
Bobik at Iowa State University (Ames, IA) and atomic 
force microscopy (AFM) with Dr. Richard Chang at the 
University of California, Irvine (Irvine, CA).

Doxorubicin Binding to DNA

	 Thymine-rich single strand DNA (ssDNA) has 
been previously shown to bind the anticancer drug 
doxorubicin (dox) (Chen et al. 2016). In this work, 
the primer GCTTTTTTTGCTTTTTT was designed 
and used to bind dox to the DNA origami complex.  
The ssDNA was mixed with dox at a ratio of 10:1. 
Natural fluorescence of dox (278 nm) was used to 
determine successful binding along with the increase in 
fluorescence between 250-260 nm when the formation of 
dox-ssDNA complex was formed.

DNA and chemicals

Staples (primers) were synthesized by Integrated DNA 
Technologies (Coralville, IA). Unless otherwise noted, 
other chemicals were purchased from Fisher Scientific 
(Chino, CA).

RESULTS AND DISCUSSION  

Static structures and first original DNA origami design 

      To familiarize the team with the caDNAno DNA 
design software, an original circular static structure 
referred to as the “Circle F” design was generated (Figure 
1). 
 A control circular static structure (Rothemund 2006) 
was also used to optimize the temperature cool down 
ramp (from 95°C to 20°C) for annealing the template 
and staple strands for DNA origami structures. 

     Both the control static circle design and the original 
Circle F design were tested under three different 
thermocycling conditions (Figure 2). The programs 
included (A) a 1°C/min drop over 75 min, (B) a 0.1°C/
min decrease over 12.5 hours, and (C) a 0.1°C/6 sec drop 
over 75 min. The programs averaged 1°C per minute 
(A and C) and 0.1°C per min (B), as shown in Figure 2. 
DNA gel electrophoresis allowed the verification of the 

Figure 1. Computational design of an original static structure (Circle 
F) using caDNAno software.
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control and original design reactions at each different 
annealing condition. 
	 Gel electrophoresis imaging indicated that the 
thermocycling programs averaging 1°C/minute had 
a higher efficiency of DNA folding than a program at 
0.1°C/minute (Figure 3). With the 1˚C/minute drop, a 
distinct band between the molecular weight markers of 
6000 and 4000 base pairs was observed for the control 
circular design reaction (Figure 3A, lane 3), indicating 
the folding of intact nanostructures with a uniform size. 
	 In contrast, the gel images for reactions produced 
with the 0.1˚C/min program over 12.5 hours had 
smearing throughout the lanes of both the control 
circular structure and the original Circle F design 
(Figure 3B, lanes 3 and 5), indicating DNA structures 
of various sizes with differing numbers of staple strands 
attached. Within the smear, only a faint band occurred 
between the molecular weight of 6,000-4,000 base pairs.  
Smears below the molecular weight of 500 base pairs 
represent primers of the static structure that did not 
bind to the template DNA strand, since the primers are 
relatively small in molecular weight compared to an 
assembled nanotube structure. Thus, the program in 
Figure 2C called SAM02 was used in the construction of 
subsequent  DNA nanostructures. 
       Atomic force microscopy (AFM) and transmission 
electron microscopy (TEM) were also used to observe 
the formation of the static circle control. In both the 
AFM image (provided by UC Irvine) and the TEM 
images (courtesy of Iowa State University), the static 
circle control had a circular shape with a diameter of 
approximately 200 nm (Figure 4). However, there was 
a lack of clarity in viewing the holes in the center of the 

circle that would have created the Circle F images.

DNA Nanorobot Design 

      A DNA nanorobot was designed to deliver a 
chemotherapeutic drug to an active cancer cell.  The 
nanorobot is based on a self-assembled DNA origami 
nanotube with functional components and attached 
doxorubicin molecules. A rectangular shaped DNA 
origami, measuring 90 nm × 60 nm × 2 nm was designed 
using M13 bacteriophage genome DNA and staple 
strands through modification of designs by Li et al. 
(2018). Curvature strands were designed to manipulate 
the DNA sheet to fold into a nanotube.
	 For doxorubicin loading, capture strands with 
poly-GC sequences were extended at four designated 

Figure 2. Mastercycler temperature gradient program. The graphs demonstrate a linear rate of temperature decrease at (A) 1° per min as a step 
gradient; (B) 0.1° per min; and (C) 1° per min in finer step gradient (0.1°C per 6 sec). 

Figure 3. Design of doxorubicin-DNA nanorobot Illustration of the 
construction of doxorubicin loaded nanorobot by DNA origami and 
its adopted function. (I) Single-stranded M13 phage genomic DNA 
is linked by short staple strands in the formation of a rectangular 
DNA sheet. (II) Doxorubicin is loaded onto the surface with affinity 
to capture strands. (III) An addition of fastener strands and targeting 
strands on the nanorobot to allow for the self-assembly of the nanotube 
configuration and direction of the nanorobot (IV) the opening of the 
nanotube after a conformational change between the fastener strands 
and nucleolin.
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staple strand locations on the surface of the rectangular 
DNA sheet. The doxorubicin is naturally attracted 
to poly GC- nucleotides (Chen et al. 2016) and is 
predicted to anchor itself to the surface of the DNA 
sheet. Next, fastener strands were designed to close the 
rectangle into a hollow tube-shaped DNA nanorobot 
containing doxorubicin molecules.  This encloses the 
drug within the inner tube surface, therefore shielding 
doxorubicin from attacking healthy cells. To ensure the 
DNA nanorobot is delivered to the active cancer cell, 
targeting strands were designed to lead the nanorobot 
to the surface of the actively reproducing tumor cells. 
It is hypothesized that the fastener strands recognize 
the nucleolin proteins on the surface of the tumor cell 
(Chen et al. 2016) allowing a reconfiguration of the 
nanorobot to expose the doxorubicin cargo. The cancer 
cell would then consume the doxorubicin molecules and 
potentially stop reproducing as doxorubicin inhibits the 
enzyme Topoisomerase II, which is needed by the cell for 
division and growth. 

Initial Assembly of the DNA Nanorobot 

       Construction of the rectangular sheet design for the 
nanorobot was tested using the adapted thermocycling 
program SAM02, which begins with an initial 
temperature of 95°C and decreases to 20°C by 1°C per 
minute using increments of 0.1°C per 6 sec.
      When the reaction for the rectangular sheet was 
analyzed by DNA gel electrophoresis, a single major 
band appeared between 6,000 to 10,000 base pairs 
(Figure 5, lane 2), slightly above that of the control 
static circular structure (Figure 5, lane 5).  This result 
provides initial evidence for the successful construction 

of nanostructures of uniform size.   
     Finally, the ssDNA tails designed for anchoring 
the doxorubicin to the rectangular sheet were added, 
and the reaction products were compared with the 
rectangular sheets without tails. DNA gel electrophoresis 
displayed similar bands for the both the formation of the 
rectangular sheet without and with the doxorubicin tails 
attached (Figure 5, lanes 3 and 5, respectively), indicating 
that the rectangular sheet formation was successfully 
produced and was not negatively affected by the addition 
of the doxorubicin tails.
	 The CSUF team and collaborators are currently 
modifying the microscopy processes to obtain better 
clarity in the transmission electron microscopy (TEM) 
images, which may be improved through decreasing the 
amount of stain used, utilizing a different type of stain, 
or providing fresher samples when imaging the DNA 
nanoscale structures.       

Figure 4. DNA gel electrophoresis of Origami structures at (A) average 
0.1°C per minute and (B) 0.1°C per minute. 

Figure 5. Imaging attempts of the circular structure using (A) AFM microscopy and (b) TEM microscopy
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CONCLUSION      

     The CSUF Titan Nano Team has successfully 
overcome the limitations of the Eppendorf 5331 
Mastercycler gradient ramp range to adapt the 
instruments in the CSUF lab 
for DNA origami reactions. Gel electrophoresis and 
microscopy images confirmed that the static structures 
retained a circular shaped, which encouraged the team 
to pursue the creation of biomechanisms with medical 
implications. We aspire to transition from static to 
dynamic DNA nanoscale mechanisms for the purpose of 
targeted cell drug delivery as a new form of treatment for 
cancer (Li et al., 2018). 
The DNA nanorobot in this study was designed to 
deliver the anticancer drug doxorubicin and holds the 
potential to contribute to the discipline of nanomedicine.  
       This field has made remarkable achievements in 
recent years (Zeng et al.2018) and continues to advance 
the practice of cancer chemotherapy treatment.
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INTRODUCTION 

Chiral molecules are of great importance given that 
terrestrial life as humans understand it is known to 
be predominately “one-handed”, or “homochiral”. 
Homochirality is readily observable in the most 
fundamental of all biopolymers such as DNA, 
RNA, carbohydrates, and proteins along with their 
constituent monomers L-amino acids and D-sugars. 
Notably, L-amino acids serve as building blocks for a 
plethora of protein structures and D-sugars serve as 
the structural backbones of DNA and RNA molecules. 
It is yet to be known for certain the origin of chirality 
in biochemistry, but there are recent theories that 
hypothesize that enantiomeric differentiation is due to 
inter- and circumstellar circularly polarized light (cpl). 
Previously, Bredehöft and coworkers have theorized a 
model of photochirogenesis and how it could explain 
the asymmetry found in nature. They theorize that 
asymmetric photochemistry provides a viable source of 
enantiomeric excess (e.e.) in precursor molecules in the 
first living systems. Furthermore, their model predicts 
that the first asymmetrical photochemical reactions 
took place in space and were catalyzed by the exposure 
to circularly polarized light. Bredehöft and coworkers 
also theorize that photochirogenesis helps explain the 
dominance of one enantiomeric form found in excess 
amounts of L-amino acids in carbonaceous chondritic 
meteorites and ice mantles of inter- and circumstellar 
dust grains.1, 2

	 Chiral chemistry was first discovered by Louis 
Pasteur in 1848 when he first single-handedly separated 
the two isomers of sodium ammonium tartrate. Ever 
since, chirality has been a major aspect of organic 

chemistry. Namely, we see the importance of chiral 
specific synthesis when dealing with pharmaceuticals 
and other medicinal compounds given the large 
percentage of drugs that are chiral compounds. At times, 
the difference between enantiomers is the difference 
between life and death. Thalidomide is an exemplary 
model and a cautionary tale of the delicate nature of 
chiral chemistry. The two enantiomeric structures of 
thalidomide are showcased in Figure 1. Thalidomide was 
marketed and sold to hundred of thousands of women 
as a non-addictive and non-barbiturate sedative that 
was used both as an anti-emetic and to treat morning 
sickness; it was also advertised as being completely safe. 
S-thalidoamide was confirmed in 1961 and 1962 by 
two independent clinicians, Lenz and McBride, to have 
readily caused over 10,000 births plagued with defects, 
abnormalities, and premature deaths over the span of 
many years. Fortunately, further chemical analysis of the 
drug allowed for the determination that R-thalidomide 
was a medically safe sedative while S-thalidomide was 
the hazardous teratogenic which plagued thousands 

Figure 1. R-thalidoamide, on the left, is a completely safe sedative that 
is commonly used by pregnant women to treat motion sickness and 
morning sickness. S-thalidomide, on the right, is a completely unsafe 
and biologically catastrophic teratogenic that caused large amount 
of birth defects, abnormalities, and premature deaths in various 
countries. Thalidomide is chiral compound which contains a racemic 
mixture of enantiomers of the same structure.  The racemic mixture is 
approximately 1:1.
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of births. The series of unfortunate events caused by 
thalidomide were fortunately avoided in the USA 
between 1957 and 1962. Furthermore, the disaster 
caused a significant shift in drug testing standards in 
the USA. The thalidomide disaster further provided 
evidence of the importance and the possible implications 
of chiral specific organic synthesis. 3,4,5

	 Circular dichroism (CD) spectroscopy (which 
will be discussed in detail below) has long been used 
in laboratories to examine and further understand 
the properties of  chiral organic molecules. It is a 
spectroscopic technique which is used to measure the 
dichroism of a chiral molecule between the visible (VIS) 
and ultra-violet (UV) region of the electromagnetic 
spectrum. For CD spectroscopy to be utilized the 
molecules being studied must explicitly contain a chiral 
center (stereo-center). Typical CD studies examine the 
structures and conformations of larger biomolecules 
such as carbohydrates, proteins, DNA, and RNA. 
Additionally, CD studies are completed to further 
understand how the structures of these molecules are 
altered by changes in solvent, pH, and temperature. Thus, 
important information on structure, thermodynamic 
stability, kinetics, and more can be understood from the 
CD spectra.
	 Using circularly polarized light (cpl) to drive 
enantiomeric selective photochemistry presents an 
alternative approach for selectively synthesizing only 
one enantiomer from a given enantiomeric pair. 
In comparison to conventional circular dichroism 
spectroscopy techniques, synchrotron radiation circular 
dichroism (SRCD) using cpl provides a more suitable 
experimental method for characterizing the CD spectra 
for small chiral organic molecules. This is based on 
the fact that SRCD produces higher intensity light at 
lower wavelengths, has a higher signal-to-noise ratio, 
and allows for a faster acquirement of spectral data in 
comparison to conventional bench top UV-VIS light 
sources.1 The characteristic photochemical behavior 
that results upon exposure to cpl can serve as a novel 
alternative to characterizing the spectral differences 

between R and S enantiomers. Moreover, the chiral 
molecules studied are characterized by their optical 
rotation once exposed to cpl, with the degree of rotation 
dependent on variables such as enantiomeric purity 
of the sample, concentration, and the path-length of 
the spectroscopic cell utilized during SRCD. Thus, the 
apparent need for enantiomeric selective chemistry in 
various fields of study can immediately prosper from the 
characterizations of these small chiral molecules using 
a computational model to first predict the wavelength 
at which each chiral molecule will absorb cpl to drive 
enantiomeric selective photochemistry.
	 The objective of the joint theory-experimental 
study is to determine the extent to which computational 
approaches can create a predictive tool for describing the 
CD spectra of chiral organic molecules. For this family of 
compounds, Dr. Evans and coworkers have used SRCD 
to characterize their CD spectra.  As shown below, our 
results demonstrate a generally good agreement between 
the calculated and CD spectra.  As such, the study 
demonstrates that CD spectra calculated using standard 
electronic structure approaches are capable of predicting 
the wavelength ranges in which electronic transitions 
will occur for such compounds.

Circular Dichroism, CD Spectroscopy, and More 

	 Circular dichroism (CD) is the difference between 
absorptions when using left circularly polarized light 
(lcpl) and right circularly polarized light (rcpl). CD 
spectroscopy has long been used to study an array of 
molecules in solid, gaseous, and aqueous phases. For CD 
spectroscopy to be utilized the molecules being studied 
must explicitly contain a chiral center (stereo-center), a 
molecule containing at least one atom with a minimum 
of three different attached atoms or groups where the 
transposition of two of these attachments will generate 
another stereoisomer. These optical isomers are referred 
to as R and S enantiomers, which are mirror images that are 
non-superimposable.
	 With CD or SRCD spectroscopy, a plane of 
polarized light is split into both lcpl and rcpl. The 
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resulting light sources will be elliptically polarized and 
absorbed to a much greater extent by one enantiomer. 
Thus, the CD instrument will detect the two different 
polarized lights separately. Furthermore, the CD 
spectrum is obtained when the dichroism is measured as 
a function of wavelength. An example of the CD spectra 
of a small organic chiral molecule is provided in Figure 
2. Moreover, typical CD instruments are used to describe 
the differential absorption of the enantiomers in the VIS-
UV range. The units of measurement are described in 
terms of the difference in absorption (∆A), where A is a 
dimensionless unit representing the absorption intensity. 
The graphical illustration of absorption in a CD spectra 
is indicated by having an either positive or negative 
electronic transition band (or “peak”); this is determined 
by Equation 1. Thus, a positive peak is correlated 
to a strong absorption of lcpl and a negative peak is 
correlated to a strong absorption of rcpl. The difference in 
absorption is denoted in Equation 1:1,6,7

		  It is important to note that CD spectra are 
sensitive to the solvent in which they are measured. The 
effects of solvation primarily cause shifts in the position 
of the absorption bands due to changes to the structural 
conformations of the chromophore and surrounding 
solvent molecules as well as changes to the arrangement 
of partial charges around the chromophore. The ability 
of a solvent to stabilize the partial charges of solute 
is parameterized by the dielectric constant, є. In the 
experiments performed by Dr. Evans and coworkers, 
both water and 1,1,1,3,3,3-hexafluoro-propan-2-ol 
(hexaflouroisopropanol, HFiP) were used; єwater = 78.30 
and єHFiP = 16.70. During our computational analysis we 
used єwater = 78.35 and
є2-methyl-1-propanol = 16.77; 2-methyl-1-propanol was a 
computational analogue for HFiP as the Gaussian 
software does not contain solvent parameters for HFiP. 
The structures of the solvents are showcased in Figure 
3. It should be noted that water’s increased dielectric 
constant is indicative of its increased polarity and its 
ability to more readily insulate electrical charges from 
one another and thus more strongly stabilize solute 
partial charges.2, 7

	 Previous studies have discussed what experimental 
factors affect the effectiveness of enantiomeric selective 
photochemistry. Specifically, the enantiomeric excess 
(e.e.) which is typically denoted as a percentage (e.e.%), 
quantifies the difference in the relative yields of the 
R and S enantiomers after a reaction. Notably, the 
maximal achievable e.e. is not exclusively dependent 
on the differential absorption, ∆A, obtained from CD 
spectroscopy. As seen in Equation 3, maximal achievable 

Figure 2. An example CD spectra of mandelic acid, where the blue 
spectral lines are the results of the R enantiomer, and the teal spectral 
lines are the results of the S enantiomer.  A typical CD spectra such as 
this will showcase electronic transition bands or “peaks” that mirror 
each other identically. Note that the peaks are completely identical 
to each other to within a minus sign. Peaks above the x-axis (x = 0) 
absorb lcpl more strongly while peaks below the x-axis absorb rcpl more 
strongly (see Equation 1).

Figure 3. The molecular structures of the solvents used for the 
longevity of the joint theoryexperimental study. Water has єwater = 
78.30, and єwater = 78.35 computationally. HFiP has єHFiP = 16.70. 
2-methyl-1-propanol was used as a computational analogue for HFiP, 
has є2-methyl-1-propanol = 16.77.
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e.e. is also dependent upon the extinction coefficient, ε, 
of the chiral molecule. The extinction coefficient, also 
referred to as molar absorptivity or molar extinction 
coefficient, is the degree to which a given solution will 
absorb light; where an increase in ε is an increase in 
light absorbed per mole of solute. As seen in Equation 
3, calculating e.e. is further reliant upon the anisotropy 
factor, g, which is the ratio of the CD spectrum to 
the UV-VIS absorption spectrum. The anisotropy 
factor is directly indicative of the predicted maximal 
e.e. achievable by asymmetric photolysis using cpl to 
a given extent of reaction, ξ, (0≤ ξ≤1). In the context 
of photochemistry, the extent of reaction reflects the 
fraction of molecules which undergo reaction after 
absorbing a photon.1,2

The Importance of Model Systems & Building Blocks

	 The main focus of this proof of principle study 
are the following molecules: mandelic acid (C8H8O3), 
benzoin (C14H12O2), 2-phenylpropionic acid (C9H10O2), 
and methyl mandelate (C9H10O3). These molecules were 
selected because they are each small chiral compounds 
that contain a carboxylic acid group. The only exception 
being benzoin which contains a benzoyl group. This 
family of small chiral molecules were further selected 
given their innate ability to polymerize into small 

biodegradable building blocks (also referred to as 
biodegradable polymers). Building block molecules are 
of particular interest given their versatility in organic 
synthesis, pharmaceuticals, and materials. Buchard 
and coworkers pointed out that mandelic acid can be 
polymerized into a highly isotactic type of biodegradable 
plastic referred to as PMA (poly-mandelic acid). 

PMA is a more eco-friendly analogue to polystyrene 
and other essential plastic products used by everyday 
consumers. Thus, by creating a model to predict the 
CD spectrum of building block molecules we can 
determine the particular wavelength at which molecules 
such as mandelic acid absorb cpl. Therefore, researchers 
such as Buchard can benefit from having a refined 
understanding of how to polymerize biodegradable 
plastic products using cpl as a greener alternative for 
enantiomeric selective photochemistry.8 
Computational Methods and Computational Chemistry 
	 Optimized geometries for all conformations of 
the molecules of interest were performed using density 
functional theory (DFT) with the B3LYP functional 
and 6-31+G** basis. Geometry optimization were 
performed on multiple molecular conformations of 
each molecule in order to sample thermal equilibrium. 
The optimized molecular geometries were verified to be 
minima by calculating the vibrational frequencies. Water 
was the default solvent used to match the experimental 
conditions (єwater = 78.35). Experiments on two 
molecules, mandelic acid and benzoin, were performed 
in HFiP (єHFiP = 16.70). Calculations performed on these 
compounds used 	2-methyl-1-propanol (є2-methyl-1-propanol = 
16.77) as a computational analogue to HFiP in order to 
have a comparable dielectric constant value.9  The free 
energy of each conformation was then calculated using 
Equation 4, where Ek is the electronic energy of the kth 
conformation , Hk is the enthalpy, SK is the entropy, and T 
is the temperature.

	 At each optimized molecular geometry, the CD 
spectrum was calculated using time dependent density 
functional theory (TDDFT) with the ωB97XD functional 
and the 6-311++G** basis, and a polarizable continuum 
solvation model with the appropriate dielectric constant. 
The theoretical line spectra was convoluted with a 
gaussian line shape with a full-width at half maximum 
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of 0.1 eV (806.554 cm-1) for all spectra to approximately 
account for homogenous broadening. The collection of 
CD data per molecule was then thermally averaged over 
all unique conformation using Equation 5.

	 Here, CDk is the CD spectrum associated  with 
the kth molecular conformation, Gk is the relative 
free energy of the kth conformation, R is the ideal gas 
constant, and q is defined in Equation 6. Note that 
only conformational species with thermal populations 
≥1.0% were used to create the final CD spectra, this 
included both neutral and anionic species (if applicable, 
based on pKa; see Table 1). Furthermore, the CD 
spectra were graphed using strictly the data collected 
for the R enantiomer because R and S enantiomers will 
intrinsically produce identical CD spectra to within a 
minus sign.7

	 As mentioned before the inclusion of both 
neutral and anionic species were solely based on the 
experimental pKa, the quantitive measurement of 
acidity, of each molecule. The use of pKa allowed us to 
determine the relative weights of the neutral and anionic 
forms of the molecules. For the molecules studied, the 
relative weight of neutral species were typically ≥98.0% 
and ≤2.0% for anionic species. Thus, the final CD 
spectrum of a given molecule in solvent was influenced 
to a greater extent by the neutral species and less by the 
anionic species. 

RESULTS AND DISCUSSION 

The resulting CD spectra for each respective molecule 
are showcased here. Note that mandelic acid was studied 
twice, once in water and once in 2-methyl-1-propanol. 
Note that ∆A is referred to as ∆ε in the experimental CD 
spectra. In Figures 4 - 8, the computational CD spectra is 
showcased on the left and the experimental CD spectra 
is showcased on the right.

Mandelic Acid

	 In Figure 4, the CD spectra of mandelic acid in 
water shows good agreement with the experimental 
spectra. Computationally, there are minor peaks located 
at lower wavelengths at 164.6 nm and 175.8 nm. These 

Compound pKa

mandelic acid 3.41

benzoin 12.60

2-phenylpropionic acid 4.59

methyl mandelate 12.19

Table 1. A table showcasing the pKa values of all the molecules studied. 
Note the increase pKa as the attachments to the chiral carbon increase 
in complexity.

Figure 4. A comparison between the computational and experimental 
CD spectra of mandelic acid. The solvent used is water.



50

peaks are found experimentally near 175 nm. Next, a 
major peak is located at 186.6 nm in the computational 
spectrum while the corresponding peak is at at 190 nm 
in the experimental spectrum. This peak is attributed 
to a n → π* transition. In the computational spectrum, 
this peak includes a small shoulder on its left-hand 
side which is not resolved experimentally. This is most 
likely due to the ad-hoc broadening parameter used 
computationally (0.1 eV or 806.554 cm-1) not exactly 
matching the homogenous broadening observed in the 
experimental spectrum. Another set of more broadly 
spaced peaks were located computationally at 203.8 nm 
and 215 nm. These are comparable to the peaks found 
experimentally at 205 nm and 220 nm. Again, the peak 
found at 220 nm is the result of a n → π* transition. 
It should be noted that the experimental spectrum 
is amplified x10 at higher wavelengths (>240 nm) to 
highlight a series of low-energy spectral features. The 
computational approach was unable to capture these 
low-energy features.
	 In Figure 5, the computational  CD spectrum of 
mandelic acid in 2-methyl-1-propanol shows good 
agreement with the experimental spectrum in HFiP. 
The CD spectra of mandelic acid in water and HFiP 
are similar in terms of their overall shape and the 
number of peaks. The CD spectrum in HFiP does 
show a solvatochromic blue shift. It should noted that 
the experimental spectrum is amplified x10 at higher 
wavelengths (>240 nm) to highlight a series of  low-
energy spectral features.  The computational approach 
was unable to capture these low-energy features.
	 In Figure 6, the calculated CD spectrum of 
methyl mandelate in water shows good agreement 
with the experimental spectrum. The only structural 
difference from mandelic acid is the replacement of a 
hydroxyl group with a methoxy group on the α-carbon 
(chiral carbon). As such, the CD spectrum of methyl 
mandelate is qualitatively similar to that of mandelic 
acid. Computationally, there are no minor peaks located 
below 170 nm but there are peaks found experimentally 
near 175 nm; this will be improved in the future by 

increasing the number excited electronic states included 
in the calculation. Next, a major peak is located at 186 
nm. This major peak is found experimentally at 190 nm 
and is attributed to a n → π* transition. Another set of 
more broadly spaced peaks are located computationally 
at 203.4 nm and 212.4 nm. These are comparable to the 
peaks found experimentally at 206 nm and 220 nm. 
Again, the peak found at 220 nm is the result of n → 
π* transition. It should be noted that the experimental 
spectrum is amplified x10 at higher wavelengths (>240 
nm) to highlight low-energy spectral features. The 
computational approach was unable to capture these 
features.

Figure 5. A comparison between the experimental CD spectrum 
of mandelic acid in HFiP and the computational CD spectrum in 
2-methyl-1-propanol.
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	 In figure 7, the calculated CD spectrum of 
2-phenylpropionic acid in water shows good agreement 
with the experimental spectrum. The only structural 
difference from mandelic acid is the replacement of a 
hydroxyl group with a methyl group on the ß-carbon. 
As such, the CD spectrum of 2-phenylpropionic acid is 
similar to that of mandelic acid. Computationally, there 
are no minor peaks located below 170 nm but there is a 
peak located at 181.2 nm. Next, a major peak is located 
at 186 nm with a separated shoulder at 205.6 nm. This 
major peak is located experimentally at 191 nm with a 
resolved shoulder near 200 nm. This major peak at 191 
nm is attributed to a n → π* transition. Next, a major 
peak is located at 219 nm and is comparable to the peaks 

found experimentally at 220 nm. Again, the peak found 
at 220 nm is the result of n → π* transition. It should 
noted that the experimental spectrum is amplified x10 
at higher wavelengths (>240 nm) to highlight these low-
energy spectral features.
	 The least amount of agreement found between the 
computational and experimental spectra is showcased 
in Figure 8 for benzoin. Benzoin is unique in this study 
because it does not contain a carboxyl acid group, rather 
it contains a benzoyl group. Computationally, there is 
a set of minor peaks located at 162.4 nm, 166.4 nm, 
171.8 nm, and 176.8 nm. These are comparable to those 
found experimentally at 164 nm, 170 nm, and 178 nm. 

Figure 6. A comparison between the computational and experimental 
CD spectra of methyl mandelate. Figure 7. A comparison between the computational and experimental 

CD spectra for 2-phenylpropionic acid. The solvent is water.
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The peaks located near 178 nm are likely due to a π → 
π* transition. Next, a major peak was located at 182.4 
nm. This major peak includes a shoulder on its right-
hand side near 188.4 nm. This major peak is found 
experimentally at 189 nm and is attributed to a n → π* 
transition. Irregularities and less comparable agreement 
between the two methods are found at wavelengths ≥195 
nm. The greatest amount of discrepancy is found at the 
most intense peak located at 195.2 nm; the experimental 
peak located at 205 nm is much less intense. Next, two 
minor peaks are located at 206.2 nm and 226.6 nm; these 
two peaks do not cross the x-axis and are not broad. 
Experimentally two minor peaks were located at 215 nm 
and 232 nm; these two peaks do cross the x-axis and are 

broad. For benzoin, the computational approach is able 
to capture spectral data at higher wavelengths (≥240 
nm); two minor peaks are located at 248.8 nm and 258.4 
nm. Experimentally only one major peak is located in 
this range at 256 nm and this peak is noticeably broad.
	 Future work will involve attempting to improve the 
agreement between the computational and experimental 
CD spectra of benzoin. The current difficulty when 
modeling benzoin may arise from a few elements. The 
first is that the electronic structure of benzoin may less 
well captured by the current computational approaches 
than the other compounds, perhaps because of its more 
extensive pi-conjugation . Secondly, the assortment of 
molecular conformations may not include the most 
thermodynamically relevant conformation(s) in the 
sample pool; the additional benzene ring increases the 
conformation space that must be searched. Thus, the 
continued search for the most thermodynamically stable 
conformation(s) may allow for better agreement between 
experiment and theory. 

CONCLUSIONS

In sum, the computational approach is both a time and 
cost effective method for predicting the CD spectra of 
small organic chiral molecules such as those studied 
here. This study demonstrates the effectiveness of 
characterizing the CD spectra of small chiral molecules 
using both computational and experimental approaches 
in tandem. We are able to provide good agreement 
when compared to previous experiments using 
SRCD. Further work should be completed in order to 
understand and correct the deficiencies observed in the 
calculated CD spectrum of benzoin in order to create 
more accurate model which can be widely used for a 
wide range of small organic chiral molecules. Further 
work should also increasingly focus on developing 
an approach for utilizing computational chemistry to 
predict the anisotropy factor and hence e.e. as a function 
of wavelength. This, along with further experimental 
developments, will allow for the development of chiral 
specific photochemistry.

Figure 8. A comparison between the computational and experimental 
CD spectra of benzoin. The solvent in the calculations is 2-methyl-1-
propanol, an analogue solvent comparable to the solvent HFiP used in 
the experiments.
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INTRODUCTION

This study pertains to the Sierra Nevada Mountain 
range and the rock types contained within, primarily 
the uplifted and eroded Sierra Nevada Mountain range’s 
exposed Mesozoic granodioritic rocks that crystallized 
beneath the Sierra Nevada volcanic arc. The Sierra 
Nevada volcanic arc formed during the Mesozoic Era 
as the Farallon plate subducted eastward under the 
North American plate. Magmas from the arc intruded 
into preexisting rocks, heating them and recrystallizing 
them. Metamorphism, coupled with deformation 
accompanying arc emplacement, make it almost 
impossible to determine the age and origin of pre-
Mesozoic sedimentary wall rocks of the arc using fossils, 
mineralogic and/or structural relations. This
leaves much of the history of pre-Mesozoic California 
unknown.
	 Despite the difficulty in understanding pre-
Mesozoic California, a new analytical strategy provides 
a way to determine the depositional age and provenance 
of metasedimentary rocks.  U-Pb dating of detrital 
zircons separated from clastic sedimentary rocks provide 
an estimate of the maximum depositional age of the 
unmetamorphosed protolith and the foundation for 
describing the sediment provenance. A constraint on the 
maximum depositional age (or MDA) of a sedimentary 
deposit is estimated from the youngest population of 
zircon grains in the sediment. The sediment deposit 
cannot be any older than the maximum depositional age 
because a sedimentary deposit cannot contain zircons 
that have not yet formed. Provenance refers to the 
collection of source rocks that were eroded to make the 

clastic sediment (e.g., the Appalachian Mountains are 
the source region of ~1.1 Ga detrital zircons). Pendants, 
separated from each other by Mesozoic plutons, may be 
correlated if they have similar provenance and MDA.
	 Once the zircon grains have been dated, they will 
be organized into an age-probability plot. These plots are 
histograms of the U-Pb ages of detrital-zircon samples. 
Different pendants will be compared are compared by 
calculating the degree of overlap between curves (a
measure of overlapping ages between two samples) 
and degree of similarity (the proportion of similar ages 
between samples).
	 By dating detrital zircon grains separated from 
multiple pendants, it may be possible to locate pre-
Mesozoic fault zones within the Sierra Nevada 
Mountains, which could lead to a better understanding 
of western North American tectonics. For example, 
others have hypothesized that a San Andreas-like 
transform fault transported PreCambrian-Paleozoic
passive margin sedimentary rocks from eastern CA 
to Sonora, Mexico during the Permian Period. This 
hypothetical fault also may have transported Paleozoic 
ocean floor rocks (now called the Kings-Kaweah 
ophiolite belt) against what is now CA, where they 
accreted. The present study will provide new data to test 
and refine these tectonic hypotheses.

BACKGROUND

The rifting of Rodinia was powered by varying magma 
pulses, one at ~665 to 650 Ma and again at ~500 to 485 
Ma (Lund et, al. 2010). This formed the western margin 
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of Laurentia (Lund et al., 2010). After ~ 200 Ma of rifting 
and igneous activity, deposits of the Cordillera
miogeocline formed along the rift zone as sediments 
were deposited on top of the rifted margin of the 
crystalline Mojave province. At approximately 260 
Ma, the Kings-Kaweah ophiolite was docked along the 
Mojave province, and a terrane block of miogeoclinal 
rocks were later translated south to Sonora, Mexico. 
Being that the Panthalassan lithosphere
(preserved as the accreted King-Kaweah ophiolite) 
was much colder and denser material than the North 
American plate, it foundered and began to subduct 
eastward under the rift margin. This is the point 
when arc volcanism began to form the Sierra Nevada 
Batholith.
	 Deposits of the Osgood Mountains (Nevada) 
showcase detrital zircon differences in provenance along 
the Cordilleran miogeocline. Detrital zircon analysis 
from Lind et al. (2014) demonstrate age differences 
between several sampling sites from the Osgood 
Mountain Quartzite and the Preble Formation. Both the 
Lund and Lind papers showcase that a majority of
areas along the Cordillera are metamorphosed 
sedimentary rocks that were deposited along the passive 
margin of western Laurentia after the rifting of Rodinia.
Ross (1987) described several metasedimentary 
pendants that are exposed in the southern Sierra Nevada 
mountain range, and identified locations of quartzite. 
Most importantly, this work mentioned the presence of 
detrital zircons in several pendants that
could be used for statistical analysis to determine the 
pendants MDA and provenance.
	 Ross (1987) described Fairview pendant as mostly 
quartzite with a lithology that is dark, granular to
pebbly, virtually unsorted quartzite. Ross (1987) also 
described the Cow Creek Pendant as having sugary 
quartzofeldspathic schist with other varying schists, 
impure quartzite, and some amphibolite layers 
along with dark color metasedimentary rocks and 
metavolcanics rocks.

METHODS

During the summer of 2017, ~3-gallon samples of 
quartz-rich rocks were collected from the Fairview 
and Cow Creek pendants. At CSUF, the samples were 
crushed using a jaw crusher and disk mill. Next, the 
samples were sieved with a RoTap machine in order to 
produce a separate of grain-sized particles. This fine-
grained sand were then processed using a Wilfley
table. The Wilfley uses water with a shaking motion 
in order to separate grains into “lights” and “heavies”, 
much like gold panning. “Lights” refer to grains that 
float away into one container while “heavies” refer to 
grains that sink and are shaken towards the far end of 
the table into a separate container. The Wilfley heavies 
were dried and allowed to settle in lithium metatungstate 
(LMT). Spinning in a centrifuge increased the settling 
rate. The material that sank in the centrifuge was then 
passed through a Franz Magnetic Separator to remove 
any magnetic material. Purification of the zircon-rich 
separate by hand-picking under a microscope was
conducted, as necessary. Finally, the zircon separates 
were sent to the Arizona Laser Chronology facility where 
they were mounted in epoxy, polished, and imaged using 
a scanning electron microscope prior to our arrival in 
April 2018. My goal was to date approximately 300
zircons per sample.
	 U-Pb isotopic ratios were measured using an LA-
ICP-MS (Laser Ablation Inductively Coupled Plasma 
Mass Spectrometry). This analytical technology allows 
direct analysis of highly sensitive elements and isotopes 
on solid samples. The LA-ICP-MS starts with the 
ablation (the stripping of finer particles) of the sample 
using a laser at a desired spot in a crystal. Then the 
LAICP-MS uses a plasma source to strip off electrons 
forming charged ions, which are focused though a set 
of charged plates and accelerated through an electric 
sector magnet. Ions are separated based on their mass 
to charge ratio, and are counted in a series of electronic 
collectors. When collected, they are converted into 
voltages and compared across different collectors. The 
LA-ICP-MS software uses the measured isotopic ratios to 
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calculate a crystallization date for each analyzed zircon 
grain. Detrital analysis is then conducted in Isoplot using 
Pb/U Concordia diagrams and relative age probability 
diagrams. Probability diagrams
show age and uncertainty related to each age. Igneous 
samples are also plotted in Isoplot using Concordia 
and weighted mean diagrams. Ages, along with related 
uncertainties, will also be shown.
	 Various discordant filters were applied to the 
Concordia diagrams to filter out discordant grains 
(i.e. zircon for which the measured 207Pb/235U and 
206Pb/238U ratios yield significantly different ages). The 
industry standard for these filters is usually 20%, but for 
this study a 70% and a 5% filter was used. The 70% filter 
is used to generate a wider data pool in order to see the 
discordance of certain grains within a population. The 
5% filter was then applied to determine the unaltered 
peak ages as defined by the least discordant grains. The
youngests population of three or more grains was used 
to determine the maximum depositional age of the 
sedimentary protolith.

RESULTS

Results for BFD-105 and BFD-107a are tabulated in 
Appendix 1 and plotted in Figures 1a- 2f. All histograms 
display the U-Pb ages as blue bars while the red smooth 
curves include the errors associated with each age 
analysis. For BFD-105, major peaks occur at 1.14, 1.42, 
1.77, and 2.68 billion years old under a 70% concordance 
filter (Figure 1a). There is also a small 2.25 (n=3) billion 
year old peak present in BFD-105. For BFD-107a, major 
peaks appear at 1.46, 1.78, and 2.61 billion years old 
under the 70% discordance filter along with a small 2.14 
(n=5) billionyear- old peak (Figure 2a).

INTERPRETATIONS

Based on the results, it is safe to say that both the 
Fairview and Cow Creek pendants are not the same. 
BFD-107a clearly has lead-loss trajectories that point 
to major peaks at 2.61, 1.78, and 1.46 billion years old 
under a 70% discordance filter (Figure 2b, 2c). The most

confident maximum depositional age is at 1.46 billion 
years ago, though some small possible discordant 
populations appear at 789 Ma (n=3) which indicates 
pre-passive margin, and 549 Ma (n=1). BFD-105 at 
70% discordance shows the presence of a 1.14 Ga 
age population not present in BFD-107a (Figures 1b, 
1c). Along with the 1.14 population, BFD-105 has 
populations at 1.14, 1.42, 1.77, and 2.68 billion years old 
which are similar to populations present in BFD-107a. 
BFD- 105 has a small 900 Ma peak (n=1) though the 
maximum depositional age is more likely to be at
1.14 Ga due to the amount of grains present at each 
population. Both samples have a small population 
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Figure 1a. Histogram of sample BFD-105 under a 70% discordance 
filter.

Figure 1b. Plot of age vs. concordance for sample BFD-105 under a 
70% discordance filter.

Figure 1b.
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Figure 1c. Concordia plot under a 70% discordance filter for sample 
BFD-105.

Figure 1f. Concordia plot under a 5% discordance filter for sample 
BFD-105.

Figure 2a. Histogram of sample BFD-107a under a 70% discordance 
filter.

Figure 2b. Plot of age vs. concordance for sample BFD-107a under a 
70% discordance filter.

Figure 1d. Histogram of sample BFD-105 under a 5% discordance 
filter.

Figure 1e. Plot of age vs. concordance for sample BFD-105 under a 5% 
discordance filter.

Figure 1d.

Figure 1e.

Figure 2a.

Figure 2b.
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around 2.2 Ga and a possible very discordant 3.2 Ga 
peak. Now at a 5% discordance filter, BFD-105 has a 
small 2.6-2.87 Ga peak, a big 1.77 Ga peak, a medium 
1.43 Ga, and a small 1.14 Ga age peaks (Figure 1d, 
1e, 1f). BFD-107a has about 2 grains at 3.43 Ga, a big 
2.45-2.68 Ga peak range, a big 1.79 Ga peak, a small 
1.48 Ga peak, and about 4 grains at 1.10 Ga (Figures 2d, 
2e, 2f). The most significant difference is the 1.1 Ga age 
population, which is absent in sample BFD-107a, though 
there are subtle differences in the maximum peak ages 
and relative proportions of other age populations.

STATISTICAL ANALYSIS

Further interpretation was done using multidimensional 
scaling analysis which displays relations of objects by 
displaying distances between them connected by cords 
of varying patterns (Chen, 2016). In Figure 3, relations 
between several pendants are displayed. Samples 
BFD-105 and BFD-107a are marked as G1 and G2 
respectively. Based on the solid connecting line and 
proximity of the samples, BFD-105 (G1) shows great 
similarity to R3, a sample of the Lower Vinini Formation 
(Linde et al., 2016). BFD-105 (G1) is also similar to C5, 
which is BFD-101 (a neighboring pendant). BFD-107a 

Figure 2c. Concordia plot under a 70% discordance filter for sample 
BFD-107a.

Figure 2d. Histogram of sample BFD-107a under a 5% discordance 
filter. Here we notice the absence of the 1.14 Ga age peak present in 
BFD-105.

Figure 2e. Plot of age vs. concordance for sample BFD-107a under a 
5% discordance filter. Similarly in this plot, we notice the absence of the 
1.14 Ga age peak in sample BFD-107a while there is no gap in sample 
in BFD-105.

Figure 2d.

Figure 2c.

Figure 2e.

Figure 2f.

Figure 2f. Concordia plot under a 5% discordance filter for sample 
BFD-107a.
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(G2) displays a high similarity to two samples from the
Harmony B Formation (H4 (LCC#4) and H5(LCC#9); 
Linde, 2017) and to a pendant in Sequoia National Park 
(C6; Chen, 2016).
	 These comparisons are facilitated by plotting 
cumulative and normalized probability density plots. 
Figure 4 shows the age peaks for all samples that show 
similarities to BFD-105 and BFD-107a. This normalized 
probability density plot shows the relationships of 
the several pendants in the similarities of peaks that 
they share. Noticeably, the 1.1 peak is not present 
within BFD-107a, FR-144, and LCC#9 but is present 
within samples BFD-105, BFD-101, and the Lower 
Vinini Formation. The cumulative plot compares the 
percentage of grains that are actually present in each age 
peak, and compares different samples (Figure 5): e.g., 
curves for
BFD-107a, FR-144, and LCC#9 are sub-parallel, 
differing only slightly with regard to the percentatge of 
grains defining each age peak.

CONCLUSION

In the Sierra Nevada Mountain range, heat and stress 
associated with arc magmatism have greatly changed the 
pre-Mesozoic strata, rendering most dating techniques 
useless. However, with new U-Pb dating techniques 
on zircon grains from clastic sedimentary rocks, it 

Figure 3. Plot created using multidimensional scaling analysis to 
display similarities between several samples including BFD-105 (G1) 
and BFD-107a (G2).

Figure 4. Normalized probability density plot showing similarities 
between pendants in the peaks that they share. The top three pendants 
show similarities with each other while the bottom three also 
showcased similarities with each other. Both sets show differences in 
peaks ranging from 1.1 Ga to 1.5 Ga.

Figure 5. Cumulative probability density plot showing the percentage 
of grains that are similar between age peaks of different samples.

Figure 3

Figure 4

Figure 5
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is possible to determine the maximum depositional 
age of the unmetamorphosed protoliths and describe 
their provenance. Such techniques were applied to 
the Fairview and Cowcreek pendants and lead to the 
determination that both pendants are different in terms 
of their maximum depositional age and provenance. 
One interpretation is that a cryptic fault juxtaposed 
the protoliths of the two pendants prior to their 
metamorphism by Mesozoic arc magmas.
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ABSTRACT

Desert springs are often the sole sources of water and biodiversity across large areas of arid land. Their importance 
cannot be overlooked in conservation efforts and water resource management because they provide research 
opportunities for studying evolution and adaptation. We measured discharge, temperature, salinity, conductivity, and 
pH at three Mojave Desert springs: McDonald Well, Bird Spring, and North Bird Spring from March 2018 to March 
2019. McDonald Well is a regional spring with discharge throughout. Lower discharge measurements following 
significant rain events signify a lag time between local precipitation and discharge. Higher salinity and conductivity 
indicate significant water-rock interaction and a long recharge path. Discharge gradually increasing with steady 
rainfall implies that discharge is directly related to local precipitation, but not reliant on it. Bird Spring is the least 
persistent of the three springs. Discharge as drips was observed only once. Salinity and conductivity measurements 
were fresher than McDonald Well, implying less rock-water interaction and a short recharge path. Thus, Bird Spring 
discharge is reliant entirely on local precipitation. Discharge from North Bird Spring was observed three times 
with discharge characterized as fracture seepage and dripping from the tuff cliff face. Low salinity and conductivity 
support low rock-water interaction and a short recharge path. Because Bird Spring and North Bird Spring do not see 
a substantial amount of discharge, restoring the springs to their natural state by the removal of man-made diversion 
would not harm the environment; biota cannot utilize the springs much in the spring’s current state regardless. 
Removal of McDonald Well’s diversion would not be harmful because its steady discharge ensures that the spring will 
reestablish itself.
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The uplift of the Sierra Nevada Mountains has been 
debated for over 100 years, yet the orientation of the fault 
system that accommodates this uplift, the Sierra Nevada 
Frontal Fault System (SNFFS), is poorly constrained. 
The SNFFS, is the western boundary of Basin and Range 
Province normal faulting (Figure 1). Kinematic models 
of uplift, extension, and slip rates generally are made 
using an assumed 60° dipping SNFFS based on normal 
Andersonian fault mechanics. However, until recently, 
there have been no studies that directly measure the 

orientation of SNFFS faults to confirm or refute the 
assumption of a 60° dip.
	 An earlier analysis of the SNFFS by Phillips and 
Majkowski (2011) (Figure 1) shows that SNFFS faults 
near Bishop dip 25 - 35°.  To further evaluate the 
orientation of the SNFFS farther south near Lone Pine 
(Figure 1), two faults between Carroll Creek and Diaz 
Creek were surveyed.  Differential GPS was used to 
survey the fault exposures during low light conditions.  
The survey included 26 survey points along 1.5 km of 
fault exposure at Carroll Creek and 18 survey points 
along 2 km of exposure at Diaz Creek. Plane-fitting 
software was used to evaluate the x-y-z data from GPS 
surveys to produce a best-fit fault orientation.  The 
Carroll Creek fault section strikes N24W and dips30°E 
(Figure 2), the section at Diaz Creek fault section strikes 
N41W and dips 22°E. Additionally, a direct exposure of 
the SNFFS (Figure 3) was located near Carroll Creek. 
The fault here offsets Quaternary alluvial fan deposits 
a minimum of 6.5 m. Direct dip measurements of the 
exposed fault produced a dip of 30°.
	 The results of this study are consistent with other 
SNFFS fault studies completed by CSUF geology 
students in the Lone Pine to Independence area (figure 
1).  These studies conclude: (1) the Tuttle Creek section 
strikes N34W and dips 36°E (Hernandez, 2019); (2) 
the Whitney Portal Road section strikes N24W and 
dips 28°E (Fregoso, 2019); (3) the Tuttle Creek bedrock 
section strikes N12W and dips 30°E (Gadbois, 2015); 
(4) the Bairs Creek section strikes N20W and dips 23°E 
(Mottle, 2014); (5) the Shepard Creek section strikes 
N44W and dips 34°E (Shagam, 2012); and (6) the 
Independence Creek section strikes N12W and dips 

Figure 1. Google Earth image of Owens Valley area. Holocene fault 
traces (yellow) and Late Quaternary fault traces (orange) from USGS 
Quaternary Fault and Fold database. Phillips and Majkowski (2011) 
field area shown in light blue. Field areas for Hernandez (2019), 
Fregoso (2019), Gadbois (2015), Mottle (2014), and Shagam (2012) 
outlined in dark blue. Inset map is adapted from Lillie (2005) and 
shows regional tectonics and extension of Basin and Range.
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Figure 2. GPS survey results for Carroll Creek field area. (A) Google Earth image with GPS survey points superimposed over field area. (B) UTM 
coordinates of mapped fault trace showing strike line that produces the best-fit dip using plane fitting routine. (C) Distance versus elevation data 
showing best-fit dip for survey results from plane fitting routine. White arrow in (A) shows location of the exposed fault surface in figure 3.

Figure 3. Field photo of Carroll Creek road cut fault exposure. Arrows point towards the fault trace. A marker unit offset by the fault is highlighted 
in purple. View is to the south. Direct measurement of this fault exposure produces dip of 30°E.
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29°E (Shagam, 2012). Thus, when combined with the 
results of Phillips and Majkowski (2011), the >100 km of 
the SNFFS from south of Lone Pine to north of Bishop 
appears to dip ~25 – 35°E.
	 Fault dip plays an important role in evaluating 
kinematic factors such as fault slip rate, extension 
and uplift rate and magnitudes, and comparisons of 
long- and short-term rates. Shallow dipping faults can 
significantly affect extension and slip rates derived 
from fault profile or total basin to range crest vertical 
offset estimates. Le et al. (2007) modeled the horizontal 
extension rates of the SNFFS near Lone Pine using a 
fault profile analysis and found Pleistocene horizontal 
extension rates of 0.2 mm/yr. These extension rates of 
Le et al. (2007) are increased by a factor of three to four 
when revised to account for 30° dipping faults.
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ABSTRACT

Granodioritic Sierran plutons are often characterized by within-unit, local to regional textural and compositional 
(modal) variability, too subtle for separation into mapping units. These within-unit changes might be due to 
differences in cooling histories, magma mixing, internal fractionation, and crystal accumulation. This study uses 
cathodoluminescence (CL) and petrography on plagioclase and its abundance in 7 samples from across the 97-95 
Ma Lake Vernon Granodiorite (Klv), Jack Main Canyon intrusive suite, western Yosemite National Park, CA, to 
determine the nature of this variability. 
	 Three plagioclase populations were identified. In order of abundance they are: (1) grains (150-3000 µm) that 
exhibit oscillatory and patchy zoning in both crossed-polarized light (XPL) and CL, 95% of grains have albitic 
overgrowth; (2) grains (150-2000 µm) that have no zoning (XPL and CL); and (3) grains (350-3000 µm) with 
oscillatory zoning characterized by thicker rims and inclusions of hornblende and opaque minerals (XPL). All 
samples display cumulate textures of populations 1 and 2 over 5-25% of the thin section area. K-feldspar crystallized 
interstitially adjacent to the plagioclase cumulates in 4 of 7 samples; the other 3 have K-feldspar grown in interstitial 
pockets throughout the thin section. The samples with the highest degree of plagioclase accumulation (15-25%) 
are located at the NE gradational contact with an older plutonic unit. The samples with the highest abundance of 
population 2 are found at the gradational contacts with an older plutonic unit (NE), and a younger plutonic unit 
(SW). Population 3 has no spatial preference.
	 Our results suggest that 3 petrographically distinct plagioclase populations likely originated in an earlier Klv 
magma or from adjacent units and concluded their magmatic histories together in the Klv. Cumulate textures suggest 
that melt migrated at least locally. More abundant plagioclase accumulation at Klv boundaries suggests boundary 
effects led to greater interstitial melt loss. These findings suggest Klv variability was caused by changing conditions 
throughout crystallization and/or magma mixing and accumulation. The presence of 3 populations in all samples 
across the Klv suggests that the Klv was melt interconnected across the pluton and underwent thorough crystal 
mixing.
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ABSTRACT

Where California receives its precipitation is as important, if not more, than how much precipitation it receives. Key 
to the “where and how much” issue is the position and strength of the California precipitation dipole (Dettinger et 
al., 1998; Wise, 2010). This dipole defines an approximate boundary of opposite precipitation signals – wetter north/
drier south and vice versa. Based on a 500-yr tree ring study, the average position of the dipole sits at 40° N latitude 
(Wise, 2016). However, over 500 years, the dipole has varied between 35° and 44° N. To extend the dipole’s record 
beyond 500 years, we are collecting lake sediment cores along a north-south coastal CA transect. Here, we present 
initial results from North Yolla Bolly Lake (40° N), located in the Northern Coast Range. Six sediment cores were 
collected in July 2018 from various water depths. Here, I focus on core NYBLRC18-6 from the modern littoral zone 
in 0.37 m of water. In general, the sediments consist of variegated brown-colored, organic-rich muds with occasional 
laminae. An age model was developed using Bacon v 2.2, based on six radiocarbon measurements on discrete organic 
materials and an assumed surface age of 2018 A.D. The total sediment history is approximately 10k cal yrs BP for core 
NYBLRC18-6. A variety of sediment analyses were determined including water content, dry bulk density, magnetic 
susceptibility, total organic matter, total carbonate, and grain size. Increases in percent sand is used to infer changes 
in the flux of terrigenous detritus during above average wet winters and/or discrete precipitation events. Changes 
in percent total organic matter and percent clay are used to infer long-term variations in lake level and lake trophic 
state. Results will be compared to existing sites north and south of North Yolla Bolly Lake to produce a behavioral 
reconstruction of the California precipitation dipole for the Holocene.
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ABSTRACT

The paleohydrology of the western Great Basin has long been of interest to geologists and biologists interested in 
reconstructing dispersal pathways for various biota. Past studies briefly describe a fluvial conglomerate, with an 
interbedded 3.1 Ma tuff, that crops out on the 270-m-high ridge separating Deep Springs Valley from Eureka Valley. 
Additional inspection reveals that the fluvial conglomerate contains boulder-to gravel-sized clasts in a sandy matrix 
interbedded with cross-bedded coarse sandstone. Dominant clast types are sandstone, limestone, quartz monzonite, 
granite, and basalt. U-Th/Pb dates of 273 detrital zircons separated from the sandstone matrix are dominantly 
Jurassic (183.6–167.6 Ma), with an average zircon age of 175.33±0.38 Ma that correlates with local plutons. 
Lesser Triassic and Cretaceous zircon are also present. Six Proterozoic grains are likely derived from Paleozoic 
metasedimentary sources as they yield U-Th/Pb ages with known North American provenance: ca. 1.1, 1.4, and 1.8 
Ga. Zircon ages and clast types can be used to identify the likely drainage basin from which the conglomerate was 
sourced. Basalt is not found in Wyman Creek drainage, eliminating that drainage. The drainage network of modern 
Crooked Creek, however, is underlain by Jurassic granodiorite, basalt and Paleozoic sedimentary rocks making it 
the likely source of the conglomerate. I infer that (a) the conglomerate provenance is to the north-northwest in the 
White Mountains across Deep Springs Valley, and that (b) post-3.1 Ma uplift along the Deep Springs fault cut off the 
northwest-to-southeast river flowing in modern Crooked Creek and formed Deep Springs Valley. 
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ABSTRACT

We modify the McKendrick Von-Foerster population model, an age-structured population model, by including a mi-
gration term to model population dynamics when migration is a significant contributor to population size. Migration
is treated as a continuous function of age and time. We consider the model’s mortality rate as both a constant and
as a function of age. By allowing the mortality rate to be a function of age, the model better captures more realistic
death rates. We then apply this model to the United States population. When the mortality rate is considered as a con-
stant, the model has 4.85% relative error. When the mortality rate is considered as a function of age, it yields a better
approximation with a 2.07% relative error.

1 INTRODUCTION

Immigration and emigration have often become an important topic for countries with large numbers of migrants. In
2015, it was estimated that 244 million people were migrating into a foreign country seeking employment, refuge, and
other incentives [8]. Over three million Venezuelans have emigrated to seek economic opportunity [6]. The civil war
in Syria encouraged people to seek refuge in countries along the Mediterranean Sea [6]. Among all the countries in the
world, the United States has become the country with the most immigrants [8]. The United States is highly sought by
asylum seekers, evidenced recently by a large migrant caravan of roughly 7,000 central Americans who wish to settle
in the country [9]. In order to have an accurate population count for a given region, population models are often em-
ployed. However, many population models focus on closed systems where individuals do not migrate in or out of the
system. Sincemigration can greatly affect the size of a population, it will be necessary to include it in populationmodels
for countries where migration is significant, such as the United States.

Mathematical modeling of populations is used to analyze changes in a population. Typically, a population model
includes an initial population, birth rates, death rates, and other factors relevant to changes in the population. We
modified a population model, known as the McKendrick Von-Foerster age-structured population model, to include
migration [19]. An age-structured population model assumes individuals of the same age have the same growth rate
and death rate. Thus, these models use age and time as independent variables, often resulting in a partial differential
equation (PDE) model. An age-structured population model is more appropriate for consideration since there is sig-
nificant variability in the age of migrants. Therefore, we need to consider age as an independent variable for our model.

Another consideration for using an age-structured population model is the mortality rate for humans, which is
highly dependent on age. For example, among U.S. children aged 1–4 years there were 28.6 deaths per 100,000 in 2007
[16], which is an extremely low death rate compared to older age groups. Health problems such as heart disease and
cancer remain as the top two causes of deaths for adults [7], giving a significantly higher death rate for the elderly. This
leads us to include a mortality rate that depends on age in our age-structured population model. With this age depen-
dent mortality function and migration, we are able to produce reasonable population estimates when applied to the
United States population.
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2 LITERATURE REVIEW

Population models are often represented by differential or difference equations. One simple model is the Malthusian
growth model, which assumes a population’s growth rates and death rates are proportional to the population’s current
size, leading to possibly unconstrained exponential growth [10]. The logistic growth model incorporates a carrying
capacity for which the environment can sustain [10]. In addition, rival or predatory species may affect the population.
The Lotka-Volterra model, often referred to as the predator-prey model, investigates the interaction between a particu-
lar prey and predator population [17].

Another class of models are compartment models, often used for epidemiology. An SIR model, standing for sus-
ceptible, infected, and recovered individuals, depicts how populations change between classes for a given disease [20].
There are several different types of these compartment models, which depend on the states of the disease and the mod-
eling assumptions. Often, simplifying assumptions are made to make a mathematical model that is easier to solve or
analyze. These models often assume an independent variable of time only, resulting in systems of ordinary differential
equations (ODEs).

More complexmodels that allow for additional considerations often result in PDEmodels. This allows for more fac-
tors to make the models more realistic, however, they become more difficult to solve. Some population models include
independent variables such as age, size, or location. For example, the McKendrick model investigates the change in cell
population relative to age and size [19]. James W. Sinko and William Streifer proposed a size-structured population
model that uses time, size, and age as independent variables [11]. The McKendrick Von-Foerster model uses time and
age as independent variables [19] and is a special case of the Sinko-Streifer model.

Population models are often represented by discrete models. For example, the Leslie model is used to track the
succession of population groups over a selected interval of time [13]. The Leslie model can also numerically approxi-
mate theMcKendrick Von-Foerster equation [13]. Sinko and Striefer analyzed the Leslie model in the study of Daphnia
pulex and found it to be inadequate to accurately depict the behavior of smaller animals [13].

3 U.S. POPULATIONDATA

Data were collected for the following different categories: population, natality, mortality, and migration. We include
these categories in order to address the elements presented in the proposed model in Section 4.2.

3.1 Population Data

Thepopulation datawere retrieved from the national intercensal datasets 2000–2010 and the annual estimates of the
resident population 2010–2016 [1, 2]. The national intercensal datasets are intercensal estimates of resident population
organized by single age per year, sex, race, and Hispanic origin from April 1, 2000 to July 1, 2010. The estimates are
calculated using a population base and the result of the population size from the year 2000 from the previous decennial
census, and then updated using the Das Gupta method, which assumes that the ratio from the intercensal estimate to
the postcensal estimate follows a geometric progression [3]. The population data includes births and deaths of U.S.
residents, domestic migration, international migration, and net movement of the U.S. armed forces [3].

The annual estimates of the resident population for the datasets from April 1, 2010 to July 1, 2016 consisted of
two categories: age and sex of the individual. These estimates take into account the change in population from births,
deaths, andmigration. The annual population estimates are calculated using a cohort component method derived from
a demographic balancing equation using a population base from the previous decennial census estimate [4]. These
estimates add net migration, which include international and domestic, but assumes the sum to be zero, so it does not
affect population change [4].

The national intercensal datasets and the annual estimates datasets are combined and organized by age for each year
from 2004 to 2014. However, since these are two separate datasets with two different methods of estimating population
size, the intercensal data provide population estimates up to age 85, and the remaining estimates are summed into age
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999, an unrealistic age. The annual estimates provide data by age for each year up to age 100 with individuals over 100
grouped together. The population estimate from the intercensal dataset for age 85 ranges from 4,545,883 to 5,367,301
individuals from 2004 to 2009, while the annual estimates mark the population size for age 85 to fall between 915,071
to 914,112 individuals. This presents an unexplained jump for this particular age. Due to this inconsistency in the data,
this study utilizes only the data from ages 0 to 84 from the combined datasets.

3.2 Birth Data

The birth data were obtained for the years 2004 to 2014 from the Centers for Disease Control and Prevention
WONDER online data bank [5]. The datasets, natality for 2003–2006 and the natality for 2007–2016, were queried
to extract the birth totals grouped by year. The data account for births in the United States from U.S. residents and
non-residents [5].

3.3 Mortality Data

The mortality data were obtained from the CDCWONDER online databases for underlying causes of death from
1999 to 2016. Totals were grouped by ages starting with “< 1 year”, “1–4 years”, and then grouped by 5 year intervals.
The data do not include deaths of nonresidents. The death counts are derived from death certificates from all fifty states,
excluding Puerto Rico, Guam, the Virgin Islands, and other U.S. territories [5]. Death counts that are zero to nine are
suppressed.

3.4 Migration Data

Immigration data were retrieved from the U.S. Homeland Security Yearbook of Immigration Statistics [14]. The
data group by year contains data on foreign nationals who were granted lawful permanent residence, admitted with a
temporary status, or applied for asylum or refugee status [14]. Persons admitted with temporary status are considered
“nonimmigrants” since their visit is short and without the intention of permanently residing in the U.S. territories. For
the purposes of this study, legal permanent residents, refugees, and asylees are considered in the estimates of immigra-
tion data, as represented. The data are grouped by 5-year age groups up to age group 65-74. Furthermore, to include the
nonimmigrant population would require data on their departure, which is not recorded by any U.S. agency. Since their
stay is considered temporary, primarily less than one year, their inclusion in the population count is not significant. We
consider the immigration data to be estimates since the U.S. Homeland Security Yearbooks acknowledge that revisions
occur to eliminate duplicates [14].

4 METHODOLOGY

This section describes our methodology for incorporating migration into an age-structured population model. We first
introduce size and age-structured population models and then provide the proposed model.

4.1 The Sinko-Streifer and the McKendrick Von-Foerster Population Model

The Sinko-Streifer equation is a size-structured population model given as a partial differential equation with time
and size as independent variables [10]. The Sinko-Streifer equation assumes individuals of the same size share some
common traits [10]. Themodel defines u(t, x) as the number of individuals of size x at time t. Individuals who increase
in size can transition into other sizes as time progresses. It is also assumed that individuals of the same size have the
same growth rate and the same probability of death. The birth rate is assumed to be proportional to the size of the
population [10]. Also, the size of the population is assumed to be significantly large, and the size x of an individual is
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γ = 137464.1856,

β = 0.0019,

σ = 34.7412,

λ = 0.0083.

(4)

The immigration data and the migration model, M(t, α), are shown in Figure 1. A superimposed comparison is
shown in Figure 2. The relative error of the data and model is 0.0827.

Figure 1: The surface graph on the left represents the data for the estimated immigrant population gathered from the U.S. Homeland Security Immigrant
Yearbook Statistics. The surface graph on the right was created using Equation 3.
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Figure 2: The migration data and the migration modelM(t, α) are overlaid for a better comparison.

5 IMPLEMENTATION

This section gives the model implementation details. To find an approximate solution, we apply the method of charac-
teristics [10]. We consider two different cases regarding µ(t, α), the mortality rate. We initially consider the mortality
rate to be a constant. Then, we look at the case when the mortality rate is a function of age. The solution will be divided
into two parts, the initial condition driven solution and the recruitment driven solution [10]. The initial condition
driven solution comes from the population presented initially at t0. The recruitment driven solution comes from the
population born into it during the time period of interest.

5.1 Applying the Method of Characteristics

Using the method of characteristics, we take our PDE and convert it into three ordinary differential equations,

dt

ds
= 1, and thus t = s+ t0,

dα

ds
= 1, and thus α = s+ α0,

du

ds
= −µu+M.

Solving for s giving the results,
s = t− t0 and α = (t− t0) + α0.

Next for du
ds , along with the explicit functionM = M(t, α) from Equation 3, we get

du

ds
+ µu = γe−β(α−σ)2eλs. (5)

The solution to this ODE depends on the form ofM(t, α) which we will consider by case.
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5.2 Constant Mortality Rate µ(t, α) = µ0

We first consider µ(t, α) as a constant rate. For µ(t, α) = µ0, Equation 5 becomes

du

ds
+ µ0u = γe−β(s+α0−σ)2+λs.

We first find the initial condition driven solution. The solution to the ODE is

eµ0su = γek1

∫
e−βs2+k2sds,

where k1 = −β(−2α0σ+α2
0+σ2) and k2 = −2βα0+2βσ+λ+µ0 with parameters γ, β, σ, and λ given by Equation

4. In solving for µ0, the integral
∫
e−βs2+k2sds cannot be solved analytically. We use a Taylor Series expansion to

approximate the integral. Then the population u is given by

u = γek1−µ0s

[
s+ k2

s2

2
+ (−2β + k22)

s3

6
+ (−6βk2 + k22)

s4

24
+ (12β(β − k22) + k42)

s5

120

]
+ c1γe

k1−µ0s.

We solve for c1 by considering the initial condition for u0 = u(0, α), the initial population at time t0. This yields
the initial condition driven solution for the constant mortality function,

u(t, α) = γek1−µ0s

[
s+ k2

s2

2
+ (−2β + k22)

s3

6
+ (−6βk2 + k32)

s4

24
+ (12β(β − k22) + k42)

s5

120

]
+ u0e

−µ0s.

Similarly, we find the recruitment driven solution. LetR(t) be the total number of individuals born into the popu-
lation at time t. Then the recruitment driven solution is given by

u(t, a) = γek1−u0s

[
s+ k2

s2

2
+ (−2β + k22)

s3

6
+ (−6βk2 + k32)

s4

24
+ (12β(β − k22) + k42)

s5

120

]
+R(t)e−µ0s.

5.3 Mortality Rate as a Function of Age, µ(t, α) = µ(α)

Themortality data from the CDCWONDER databases are given in five year age groups along with the total popu-
lation for each age group per year [3, 4]. Using these two data categories, we obtain an approximate rate of the number
of deaths per population size for each age group per year, visually represented in Figure 3. We fit a polynomial to these
rates to approximate the µ(α) function. Having fewer parameters will help us implement the model more feasibly, so
the approximation was given by the polynomial of sixth degree,

µ(α) = l6α
6 + l5α

5 + l4α
4 + l3α

3 + l2α
2 + l1α+ l0 (6)

with the approximated coefficients shown in Table 1.
Equation 6 estimates themortality rate according to age. We apply an integrating factor to Equation 5withµ = µ(α)

to get
d

ds

(
eLu

)
= γeλs−β(s+α0−σ)2+L,

where L(s) = l6
7 (s+α0)

7 + l5
6 (s+α0)

6 + l4
5 (s+α0)

5 + l3
4 (s+α0)

4 + l2
3 (s+α0)

3 + l1
2 (s+α0)

2 + l0s, obtained
by integrating µ(α). This results in the initial condition driven solution,

u(t, α) = γe−L(t)

∫ t

0

eλs−β(s+α0−σ)2+L(t)ds+ eL(0)u(0, α)e−L(t) (7)
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Table 1: Approximated and Optimized Parameters for µ(α)

Approximate Optimized
l0 3.26792×10−3 4.6660×10−5

l1 -1.06115×10−3 -1.8441×10−3

l2 1.18189×10−4 1.6218×10−4

l3 -5.68820×10−6 -6.1658×10−6

l4 1.34161×10−7 1.2327×10−7

l5 -1.51054×10−9 -1.2714×10−9

l6 6.609×10−12 5.482×10−12

Figure 3: The approximate death rate for the median age of each age group was calculated for each year. A sixth degree polynomial that represents the
mortality rate function for the U.S. population from 2004--2014 is plotted with the data. The polynomial describes the mortality rate as a function of age.

and the recruitment driven solution

u(t, α) = γe−L(t)

∫ t

t−α

eλs−β(s+α0−σ)2+L(t)ds+ eL(0)u(0, α)e−L(t). (8)

The integrals in Equations 7 and 8 cannot be solved analytically. We use the Composite Simpson’s Rule to numerically
estimate u(t, α).

6 RESULTS

Weapplied ourmodel with both the constant and non-constantmortality rate over the time period 2004–2014. Through
a least-squares error minimization method, we find the value for the constant mortality rate µ(t, α) = µ0 to be
0.0195315. The estimate and the population data are super imposed in Figure 4 for a visual comparison. The rela-
tive error of the estimate is 0.0485. For comparison, if there is no migration incorporated into the model,M(t, α) ≡ 0
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in Equation 3, giving the McKendrick Von-Foerster equation, the optimal µ0 = −0.00014. The mortality rate value
produced is unrealistic to the context of this study, so it must be rejected. An unrealistic mortality rate indicates the
need for migration to be included in the model.

Next, usingµ(α) fromEquation 6with the approximation parameters of Table 1 gives the estimate foru(t, α) shown
in Figure 5. We find that the model approximates the population data with a relative error of 0.0274. To see if a better
polynomial would result in a closer approximation, we use the least-squares errorminimizationmethod to optimize the
coefficients of µ(α), giving the optimized coefficients provided in Table 1. The population estimate with this optimized
polynomial has a 0.0102 relative error, and is shown in Figure 6. The optimal polynomial is plotted in Figure 7. However,
the curve yields µ(α) < 0 for certain values of α which is unrealistic.

Figure 4: Population estimate for a constant mortality rate. The constant mortality rate is estimated to be µ0 = 0.0195315. The model has a relative
error of 0.0485. The estimate and data are super imposed in this figure as a visual reference.
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Figure 5: Population estimate using the sixth degree polynomial µ(α) with the approximated parameter values shown in Table 1. This estimate produces
a relative error of 0.0274 to the overall U.S. population.

Figure 6: The mortality rate µ(t, α) = µ(α) is approximated by a sixth degree polynomial, which is used to estimate u(t, α). The coefficients of µ(α)
are optimized by a least-squares error minimization method to produce the estimate of the population with a relative error of 0.0102.
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Figure 7: A comparison of the approximated parameter values for the polynomial µ(α) (red curve) and the optimized values (green curve). The constant
mortality rate is shown relative to the varying mortality rate. The optimized coefficients for µ(α) produced a more accurate estimation for the U.S.
population with a relative error of 0.0102. However, the optimized polynomial curve offsets the data of deaths per population with negative values for
people less than 67 years old.

7 ANALYSIS

Our proposed model was able to capture the population dynamics of an open system. When we considered mortality
rate to be a constant function, we found µ0 = 0.0195315. The result has a relative error of 4.85%. To suggest that all
individuals share the same level of risk of dying would imply that the overall population would reduce by 1.95% at any
given age. However, teenagers have fewer chronic health problems, while seniors have a set of factors that significantly
diminish their health due to their age. The gap in Figure 4 suggests that a constant mortality rate is not applicable
throughout all ages.

By using a mortality rate function that depended on age, our model was able to closely match the data with rela-
tive error of 2.74%. Using a polynomial µ(α) that optimized the fit resulted in an estimate with relative error 1.02%.
However, this model had unrealistic µ(α) values. This could be due to discrepancies in the data. The data estimation
methods consisted of two separate methods to estimate the population. We encountered a high jump in the number
of individuals for ages greater than 84 from the geometric progression method to the cohort component method. The
methodology also assumes a sum of zero for the net migration. Further, the migration data was provided with different
immigrant categories that might be overlapping, and so further investigation of those categories is required. We only
use the datasets that have age as a subcategory up to age 64, so we are unable to count all immigrants.

8 CONCLUSION

We proposed an age-structured population model that allowed for migration in and out of the system. We modified
the McKendrick-Von Foerster model and applied it to the United States data. We required birth, death, population,
and migration data to accomplish this goal. It was found that a single factor in the mortality rate, age, was sufficient
enough to acquire a good approximation. However, to acquire this approximation meant that migration needed to be
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INTRODUCTION

Our research focuses on certain polynomials called invertible polynomials and how they are related to one another
through a mirror operation. The interest in this mirror operation comes most notably from the attempts of physcists
to describe a certain phenomenon known as mirror symmetry [1]. Each invertible polynomial is quasihomogeneous
and thus has a weight system associated with it; conversely each of these weight systems can have numerous associated
invertible polynomials.

Our research began by investigating how themirror operation relates these weight systems to one another. Drawing
from computer investigations we develop and prove 2 theorems in this direction. It turns out that there is a certain
connection between n-variable invertible polynomials and (n − 1)-variable invertible polynomials that can explain
some of the relations we found. Using a process called specialization, we start with an (n − 1)-variable invertible
polynomial and relate it to multiple n-variable invertible polynomials coming from different weight systems.

PRELIMINARIES

We begin with some examples of invertible polynomials:

• Chain type: xa1
1 x2 + · · ·+ x

an−1

n−1 xn + xan
n where n ≥ 1.

• Loop type: xa1
1 x2 + · · ·+ x

an−1

n−1 xn + xan
n x1 where n ≥ 1

The special case of chain type with n = 1 is also called a Fermat Type.
While the definition of invertible polynomials is somewhat involved, the following theorem [2] says they’re built up
from the examples above.

Theorem 2.1 (Kreuzer-Skarke). Any invertible polynomial is a direct sum of polynomials that are each of chain type
or loop type.

By direct sum we mean the variables in one atomic type do not appear in another atomic type and these atomic types
are added together.

Definition 2.2. Consider the polynomial

F (x1, x2, · · · , xn) = x
a1,1

1 x
a1,2

2 · · ·xa1,n
n + x

a2,1

1 x
a2,2

2 · · ·xa2,n
n + · · ·+ x

am,1

1 x
am,2

2 · · ·xam,n
n

=

m∑
i=1

x
ai,1

1 · · ·xai,n
n

=

m∑
i=1

n∏
j=1

x
ai,j

j .
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which has n variables andmmonomials. The exponent matrix of F is

A(F ) =




a1,1 a1,2 · · · a1,n
a2,1 a2,2 · · · a2,n
...

...
...

am,1 am,2 · · · am,n


 .

Definition 2.3. F (x1, x2, · · · , xn) is quasihomogeneous with weight system {w1, w2, · · · , wn : d} if

F (λw1x1, λ
w2x2, · · · , λwnxn) = λdF (x1, x2, · · · , xn).

Definition 2.4. LetF and F̃ be invertible polynomials. If the exponentmatrix ofF equals the transpose of the exponent
matrix of F̃ , we call F and F̃ mirror polynomials.

Example 2.5. Consider
F (x1, x2, x3, x4) = x2

1x3 + x3
2x4 + x5

3 + x7
4x2

and notice that
F (λ4x1, λ

3x2, λ
2x3, λx4) = λ10F (x1, x2, x3, x4)

for any constant λ. F is quasihomogeneous with weight system {4, 3, 2, 1 : 10}. We note F has summands of both
chain type and loop type. Let A(F ) be the exponent matrix of F , then

A(F ) =



2 0 1 0
0 3 0 1
0 0 5 0
0 1 0 7


 .

Now the mirror polynomial F̃ of F has exponent matrix

A(F̃ ) = A(F )T =



2 0 0 0
0 3 0 1
1 0 5 0
0 1 0 7


 ,

and thus
F̃ (x1, x2, x3, x4) = x2

1 + x3
2x4 + x1x

5
3 + x2x

7
4.

MOTIVATING EXAMPLE

Consider the weight system {21, 14, 6, 1 : 42}. One can show there are four invertible polynomials with this weight
system.

F1 = x2
1 + x3

2 + x7
3 + x42

4

F2 = x2
1 + x3

2 + x7
3 + x36

4 x3

F3 = x2
1 + x3

2 + x7
3 + x28

4 x2

F4 = x2
1 + x3

2 + x7
3 + x21

4 x1
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Let F̃i denote the mirror polynomial of Fi for 1 ≤ i ≤ 4. Then

F̃1 = x2
1 + x3

2 + x7
3 + x42

4

F̃2 = x2
1 + x3

2 + x7
3x4 + x36

4

F̃3 = x2
1 + x3

2x4 + x7
3 + x28

4

F̃4 = x2
1x4 + x3

2 + x7
3 + x21

4 .

Notice thatF1 = F̃1 and so naturally they would both have the same weight system, but this is not the case for the other
three polynomials. Their weight systems are as follows:

F̃1 :{21, 14, 6, 1 : 42}
F̃2 :{18, 12, 5, 1 : 36}
F̃3 :{14, 9, 4, 1 : 28}
F̃4 :{10, 7, 3, 1 : 21}.

It just so happens that each of these three weight systems have 4 invertible polynomials associated with them,

Table 1. All invertible polynomials associated with the specified weight system.

{18,12,5,1:36} {14,9,4,1:28} {10,7,3,1:21}
G1 = x2

1 + x3
2 + x7

3x4 + x36
4 H1 = x2

1 + x3
2x4 + x7

3 + x28
4 J1 = x2

1x4 + x3
2 + x7

3 + x21
4

G2 = x2
1 + x3

2 + x7
3x4 + x31

4 x3 H2 = x2
1 + x3

2x4 + x7
3 + x24

4 x3 J2 = x2
1x4 + x3

2 + x7
3 + x18

4 x3

G3 = x2
1 + x3

2 + x7
3x4 + x24

4 x2 H3 = x2
1 + x3

2x4 + x7
3 + x19

4 x2 J3 = x2
1x4 + x3

2 + x7
3 + x14

4 x2

G4 = x2
1 + x3

2 + x7
3x4 + x18

4 x1 H4 = x2
1 + x3

2x4 + x7
3 + x14

4 x1 J4 = x2
1x4 + x3

2 + x7
3 + x11

4 x1

As we defined it, F̃2 = G1, F̃3 = H1, and F̃4 = J1, but what’s interesting and not a priori obvious in this example,
and what has motivated the rest of this paper, is the fact that the collection of 16 polynomials above is closed under the
mirror operation. This is detailed in the table 2:

Table 2. The polynomials mentioned are closed under the mirror operation.

Weight System Polynomial Mirror Weight System
{21, 14, 6, 1 : 42} F1 F1 {21, 14, 6, 1 : 42}
{21, 14, 6, 1 : 42} F2 G1 {18, 12, 5, 1 : 36}
{21, 14, 6, 1 : 42} F3 H1 {14, 9, 4, 1 : 28}
{21, 14, 6, 1 : 42} F4 J1 {10, 7, 3, 1 : 21}
{18, 12, 5, 1 : 36} G2 G2 {18, 12, 5, 1 : 36}
{18, 12, 5, 1 : 36} G3 H2 {14, 9, 4, 1 : 28}
{18, 12, 5, 1 : 36} G4 J2 {10, 7, 3, 1 : 21}
{14, 9, 4, 1 : 28} H3 H3 {14, 9, 4, 1 : 28}
{14, 9, 4, 1 : 28} H4 J4 {10, 7, 3, 1 : 21}
{10, 7, 3, 1 : 21} J4 J4 {10, 7, 3, 1 : 21}

Table 3 shows the connections a bit better. A line between the two polynomials indicate that the two are mirror
polynomials.
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Table 3. A visual representation of the 16 polynomials and their associated mirrors.

{21,14,6,1:42}
F1

F2

F3

F4

{18,12,5,1:36}
G1

G2

G3

G4

{14,9,4,1:28}
H1

H2

H3

H4

{10,7,3,1:21}
J1
J2
J3
J4

Note that F1, G2, H3 and J4 are their own mirrors.

SPECIALIZATIONS ANDDECORATIONS

While observing the 16 polynomials mentioned in the motivating example, one may notice how similar each of the
polynomials are. To capture these impressions precisely, we define below the specialization and decoration of a polyno-
mial. Using a specific specialization, we can relate an n-variable invertible polynomial to an (n− 1)-variable invertible
polynomial. In the next section we will see that by a specific specialization of all of the polynomials in the motivating
example, we get various decorations of the same 3-variable polynomial.

Definition 4.1. Let F = F (x1, . . . , xn). The ith specialization of F is the polynomial F(i) defined by

F(i)(x1, · · · , x̂i, · · · , xn) = F (x1, · · · , 1, · · · , xn)

= lim
xi→1

F (x1, · · · , xn).

Definition 4.2. Let f = f(x1, . . . , xm) and f (j). For 0 ≤ j ≤ m, the jth decoration of f is:

• f (j) = f + xj , 1 ≤ j ≤ m

• f (j) = f + 1, j = 0

Wenote that ifA(F ) is the exponentmatrix ofF then the exponentmatrixA(F(i)) is the same, but with the ith column
removed. Also ifA(f) is the exponent matrix of f then the exponent matrixA(f (j)) is the same, but with an additional
row of either all zeros, or all zeros and a single 1.

MOTIVATING EXAMPLE (CONTINUED)

When we take the specialization of (Fi)(4) for each 1 ≤ i ≤ 4 we see that we get some decoration of h(x1, x2, x3) =
x2
1 + x3

2 + x7
3:
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Table 4. The fourth specialization of each polynomial and it's resulting decoration. A line indicates the mirror polynomial.

{21,14,6,1:42}
(F1)(4) = x2

1 + x3
2 + x7

3 + 1 = h(0)

(F2)(4) = x2
1 + x3

2 + x7
3 + x3 = h(3)

(F3)(4) = x2
1 + x3

2 + x7
3 + x2 = h(2)

(F4)(4) = x2
1 + x3

2 + x7
3 + x1 = h(1)

{18,12,5,1:36}
(G1)(4) = x2

1 + x3
2 + x7

3 + 1 = h(0)

(G2)(4) = x2
1 + x3

2 + x7
3 + x3 = h(3)

(G3)(4) = x2
1 + x3

2 + x7
3 + x2 = h(2)

(G4)(4) = x2
1 + x3

2 + x7
3 + x1 = h(1)

{14,9,4,1:28}
(H1)(4) = x2

1 + x3
2 + x7

3 + 1 = h(0)

(H2)(4) = x2
1 + x3

2 + x7
3 + x3 = h(3)

(H3)(4) = x2
1 + x3

2 + x7
3 + x2 = h(2)

(H4)(4) = x2
1 + x3

2 + x7
3 + x1 = h(1)

{10,7,3,1:21}
(J1)(4) = x2

1 + x3
2 + x7

3 + 1 = h(0)

(J2)(4) = x2
1 + x3

2 + x7
3 + x3 = h(3)

(J3)(4) = x2
1 + x3

2 + x7
3 + x2 = h(2)

(J4)(4) = x2
1 + x3

2 + x7
3 + x1 = h(1)

Take note of how, for a given weight system, the 4th specializations of the mirror polynomials in that weight system
are all the same decoration of the polynomial h(x1, x2, x3). This is detailed in the following table:

Table 5. The fourth specializations of the mirror polynomials in the same weight system are all the same decoration of h.

Weight System Polynomial 4th Specialization 4th Specialization of Mirror
{21, 14, 6, 1 : 42} F1 h(0) h(0)

{21, 14, 6, 1 : 42} F2 h(3) h(0)

{21, 14, 6, 1 : 42} F3 h(2) h(0)

{21, 14, 6, 1 : 42} F4 h(1) h(0)

{18, 12, 5, 1 : 36} G1 h(0) h(3)

{18, 12, 5, 1 : 36} G2 h(3) h(3)

{18, 12, 5, 1 : 36} G3 h(2) h(3)

{18, 12, 5, 1 : 36} G4 h(1) h(3)

{14, 9, 4, 1 : 28} H1 h(0) h(2)

{14, 9, 4, 1 : 28} H2 h(3) h(2)

{14, 9, 4, 1 : 28} H3 h(2) h(2)

{14, 9, 4, 1 : 28} H4 h(1) h(2)

{10, 7, 3, 1 : 21} J1 h(0) h(1)

{10, 7, 3, 1 : 21} J2 h(3) h(1)

{10, 7, 3, 1 : 21} J3 h(2) h(1)

{10, 7, 3, 1 : 21} J4 h(1) h(1)

THEOREMS

The following two theorems are motivated by the main example discussed above. The first theorem explains that the ith
specialization of the mirror of F is the mirror of the ith specialization of F . The second theorem explains that if the ith
specialization of twon-variable polynomials that share aweight system result in decorations of the same (n−1)-variable
polynomial, then the ith specialization of their mirror polynomials will be equal.
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Theorem 6.1. Let F (x1, x2, . . . , xn) be an invertible polynomial with mirror polynomial F̃ and suppose the special-
ization F(i) is a decoration of the polynomial h = h(x1, · · · , x̂i, · · · , xn). Then F̃(i) is a decoration of h̃.

Proof. Let F (x1, x2, . . . , xn) be an invertible polynomial. Without loss of generality, assume F is a direct sum of the
atomic types inTheorem 2.1. We can express the exponent matrix ofF as a blockmatrix where each block is comprised
of a single atomic type. Each of these blocks has the form




a1,1 1 0 . . . 0 0
0 a2,2 1 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1 0
0 0 0 . . . ak−1,k−1 1

ak,1 0 0 . . . 0 ak,k




where ap,p > 1 and ak,1 ∈ {0, 1}. SinceF is a sumof atomic types, after rearranging the summandswe can assume that
F (x1, x2, . . . , xn) = G(x1, . . . , xk) + J(xk+1 . . . , xn) where G is of atomix type and J is invertible and 1 ≤ i ≤ k.
Then

A(F ) =

[
A(G) 0
0 A(J)

]
,

and A(F(i)) is A(F ) with the ith column removed, while A(G(i)) is A(G) with the ith column removed. Thus

A(F(i)) =

[
A(G(i)) 0

0 A(J)

]

where

A(G(i)) =




a1,1 1 . . . 0 0 0 . . . 0
...

...
. . .

...
...

...
...

0 0 . . . ai−1,i−1 0 0 . . . 0
0 0 . . . 0 ai,i+1 0 . . . 0
0 0 . . . 0 ai+1,i+1 1 . . . 0
...

...
...

...
...

. . .
...

ak,1 0 . . . 0 0 0 0 ak,k




.

By the hypothesis, F(i) is a decoration of h. Note that in A(G(i)), and hence A(F(i)), the only row to give +1 or
+xj , as required by definition of a decoration, is row i. Therefore removing row i from A(F(i)) produces A(h), the
exponent matrix of h. Thus

A(h) =

[
A(g) 0
0 A(J)

]

where
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A(g) =




a1,1 1 . . . 0 0 0 . . . 0
...

...
. . .

...
...

...
...

0 0 . . . ai−1,i−1 0 0 . . . 0
0 0 . . . 0 ai+1,i+1 1 . . . 0
...

...
...

...
. . .

...
ak,1 0 . . . 0 0 . . . 0 ak,k.




The exponent matrix of F̃ is

A(F̃ ) = A(F )T

=

[
A(G)T 0

0 A(J)T

]

=

[
A(G̃) 0

0 A(J̃)

]

where

A(G̃) =




a1,1 0 . . . ak,1
a1,2 a2,2 . . . 0
...

...
. . .

...
0 0 0 ak,k




Thus we get

A(F̃(i)) =

[
A(G̃(i)) 0

0 A(J̃),

]

where

A(G̃(i)) =




a1,1 0 . . . 0 0 . . . ak,1
1 a2,2 . . . 0 0 . . . 0
...

...
. . .

...
... . . .

...
0 0 . . . ai−1,i−1 0 . . . 0
0 0 . . . 1 0 . . . 0
0 0 . . . 0 ai+1,i+1 . . . 0
0 0 . . . 0 1 . . . 0
...

...
...

...
...

. . .
...

0 0 . . . 0 0 . . . ak,k.




The ith row of A(F̃(i)) is again the only one to give +1 or +xj and so removing it gives us the exponent matrix of the
unique polynomial of which F̃(i) is a decoration. Note that removing the ith row of A(G̃(i)) gives the matrix
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


a1,1 0 . . . 0 0 . . . ak,1
a1,2 a2,2 . . . 0 0 . . . 0
...

...
. . .

...
... . . .

...
0 0 . . . ai−1,i−1 0 . . . 0
0 0 . . . 0 ai+1,i+1 . . . 0
0 0 . . . 0 ai+1,i+2 . . . 0
...

...
...

...
...

. . .
...

0 0 . . . 0 0 . . . ak,k.




(6.1)

Now we see that (4.1) is equal to A(g)T = A(g̃). So removing the ith row from A(F̃(i)) gives

[
A(g̃) 0

0 A(J̃).

]

Therefore F̃(i) is a decoration of h̃ = g̃ + J̃ .

Theorem6.2. SupposeF (x1, x2, . . . , xn) andG(x1, x2, . . . , xn) are invertible polynomials with the sameweights and
degree. Suppose that for some i, F(i) and G(i) are decorations of h(x1, . . . , x̂i, . . . , xn). Then F̃(i) = G̃(i), i.e. F̃(i)

and G̃(i) are the same decoration of h̃.
Proof. Consider two invertible polynomialsF andG that both correspond to the weight system {w1, w2, · · · , wn : d},
and let A(F ) and A(G) be the exponent matrices of F and G respectively. Through a permutation of the variables
(columns of the exponent matrix) we can arrange for the last variable (last column) to be the specialization variable.
Also we can rearrange terms of F so that it looks like

F = · · ·+ xan,n
n xes

s

where xn is the variable we are specializing, and es ∈ {0, 1}. Likewise

G = · · ·+ xbn,n
n xet

t

where xn is the variable we are specializing, and et ∈ {0, 1}. The exponent matrices are

A(F ) =




a1,1 a1,2 · · · a1,n−1 a1,n
a2,1 a2,2 · · · a2,n−1 a2,n
...

...
...

...
an−1,1 an−1,2 · · · an−1,n−1 an−1,n

an,1 an,2 · · · an,n−1 an,n




and

A(G) =




b1,1 b1,2 · · · b1,n−1 b1,n
b2,1 b2,2 · · · b2,n−1ba2,n
...

...
...

...
bn−1,1 bn−1,2 · · · bn−1,n−1 bn−1,n

bn,1 bn,2 · · · bn,n−1 bn,n



.
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Suppose that F(n) and G(n) are both decorations of some polynomial h(x1, . . . , xn−1, x̂n). Thus the (n, n)-minor of
A(F ) is the exponent matrix of h, and likewise with A(G). Thus,

A(h) =




a1,1 a1,2 · · · a1,n−1

a2,1 a2,2 · · · a2,n−1

...
...

...
an−1,1 an−1,2 · · · an−1,n−1




=




b1,1 b1,2 · · · b1,n−1

b2,1 b2,2 · · · b2,n−1

...
...

...
bn−1,1 bn−1,2 · · · bn−1,n−1


 .

Thus,

ai,j = bi,j for all 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n− 1.

To show F̃(n) = G̃(n) we must show A(F̃(n)) = A(G̃(n)), i.e. that the nth column of A(F̃ ) is the same as the nth

column of A(G̃), less an,n and bn,n. We can reexpress the quasihomogenity of F in Definition 2.3 in terms of matrix
multiplication.




a1,1 a1,2 · · · a1,n−1 a1,n
a2,1 a2,2 · · · a2,n−1 a2,n
...

...
...

...
an−1,1 an−1,2 · · · an−1,n−1 an−1,n

an,1 an,2 · · · an,n−1 an,n



×




w1

w2

...
wn−1

wn



=




d
d
...
d
d



.

Multiplying the left side and setting each product equal to d gives us,

a1,1w1 + a1,2w2 + · · ·+ a1,n−1wn−1 + a1,nwn = d

a2,1w1 + a2,2w2 + · · ·+ a2,n−1wn−1 + a2,nwn = d

...
an−1,1w1 + an−1,2w2 + · · ·+ an−1,n−1wn−1 + an−1,nwn = d

an,1w1 + an,2w2 + · · ·+ an,n−1wn−1 + an,nwn = d

We’re not concerned about an,n and so we can disregard the last equation, but for the others we solve for ai, n for
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1 ≤ n ≤ n− 1:

a1,n =
d− (a1,1w1 + a1,2w2 + · · ·+ a1,n−1wn−1)

wn

a2,n =
d− (a2,1w1 + a2,2w2 + · · ·+ a2,n−1wn−1)

wn

...

an−1,n =
d− (an−1,1w1 + an−1,2w2 + · · ·+ an−1,n−1wn−1)

wn
.

Similarly we can show using A(G):

b1,n =
d− (b1,1w1 + b1,2w2 + · · ·+ b1,n−1wn−1)

wn

b2,n =
d− (b2,1w1 + b2,2w2 + · · ·+ b2,n−1wn−1)

wn

...

bn−1,n =
d− (bn−1,1w1 + bn−1,2w2 + · · ·+ bn−1,n−1wn−1+)

wn
.

Since bi,j = ai,j for all 1 ≤ i, j ≤ n− 1, then we get

a1,n = b1,n

a2,n = b2,n

...
an−1,n = bn−1,n.

Thus A(F̃(i) = A(G̃(i), implying F̃(i) = G̃(i) as required.
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ABSTRACT

Peg solitaire is a classical one-person game that has been played in various countries on different types of boards. 
Previous studies have focused on the solvability of the game on these traditional boards; our work focuses on 
analyzing generalizations of this game and redefining the criteria that determines whether a board is solvable or 
freely solvable. Specifically, we study the solvability of games with multi-colored pegs on different families of graphs. 
In conclusion, we arrive at results that differ from previous work on the subject.
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ABSTRACT

Evolution by natural selection can be constrained by 
trade-offs between phenotypes. Drosophila melanogaster, 
or the common fruit fly were used in this study to 
determine the trade-off relationship between immune 
defense and longevity. Fruit flies’ short generation time, 
ability to produce high numbers of progeny, relatively 
easy maintenance, and fully sequenced genome, 
containing many genes homologous to human diseases, 
make them an ideal species for the investigation of 
evolutionary trade-offs. We showed that fruit flies 
experimentally selected for increased fungal resistance 
for 19 generations had shorter life spans than their 
controls. After undergoing relaxed selection for nearly 
75 generations, the formerly-selected populations 
maintained their resistance to fungal infection, but 
no longer paid at a cost to longevity compared to the 
controls. The disappearance of the trade-off between 
immune defense and longevity suggests other factors 
impact immune defense and organismal lifespan. 
Further studies should be performed to understand this 
trade-off phenomenon, which could be innovative in the 
fields of immunology and evolution.

Keywords: Drosophila melanogaster, evolutionary trade-
offs

INTRODUCTION

Unlike in D. melanogaster, humans have both an innate 
and adaptive immunity (Croze et al. 2016). The first 
and only line of defense for D. melanogaster is the 
innate or nonspecific immune defense in which the 

host receptors will trigger many defense mechanisms 
in the presence of any foreign body. Due to similarities 
in insect and mammalian innate immunity, Drosophila 
melanogaster has been used as a model to study 
physiological responses and its relation to immune 
defense in vertebrates (Buchon et al. 2014). Due to 
the many similarities in endocrinology that control 
development, metabolism and immunity, as well as other 
organ systems to vertebrates, there is relevance in using 
D. melanogaster for insight into human biology. There 
are also experimental benefits to using D. melanogaster 
as a model organism, such as its powerful genetics, low 
cost, and conserved disease pathways (Pandey & Nichols 
2011).  Such similarities allow for the use of the fly to 
make advances in therapies for chronic diseases such as 
cardiovascular disease and cancer.
	 D. melanogaster’s similarities with other insects also 
make it a good model system in which to test biocontrol 
efforts for the possibility of controlling mosquitoes that 
carry diseases such as malaria and dengue. In this study, 
Beauveria bassiana was used, an entomopathogenic 
fungus (Ragavendran et al. 2017). This fungus has 
biochemicals that can act as a mosquito controlling 
agent, which can be innovative for reducing the spread 
of disease, as it is more selective than chemical control.
	 There is evidence from past research suggesting 
that immune defense is involved in trade-offs with 
other life-history traits (Short et al. 2012). The main 
purpose of this paper is to further look into the 
relationship between longevity and immune defense in 
the model organism, D. melanogaster. A study showed 
that in insects, the nutrients available are a factor that 
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contribute to the direction of the trade-off in immunity 
and life span (Ye et al. 2009).  In this research, the trade-
off of longevity and immune defense was tested through 
experimental evolution. Improved immune defense 
evolved at a cost to uninfected longevity. Due to the 
allocation of resources required for immune defense, it 
was expected that life-span would decrease. However, 
once the fruit flies were kept under relaxed selection 
for 75 generations, it resulted that there was resistance 
against the fungal infection, but not at the cost of 
longevity. Such results, support the idea that the immune 
system is impacted by many factors, and an increased 
fungal infection resistance can be, but does not have to 
be, at the expense of life-span.

METHODS AND MATERIALS

Fruit fly population

	 To allow for there to be genetic diversity amongst 
the population of fruit flies in this experiment, fruit 
flies from five geographically different places were 
outbred. These fruit flies were collected from New York, 
Zimbabwe, Netherlands, Beijing, and Tasmania, and 
then the round-robin crossing technique was used on 
the isofemale lines, such that females of one line were 
mated with males of another line until all fly lines were 
mated with each other. In the outbreeding process, 
the generation cycles were kept at 14-days. To mimic 
outdoor conditions in the lab, the fruit flies were kept 
in a 12:12 light/dark incubator. The 80,000 fruit flies 
that were outbred were separated into eight groups, for 
a total of 10,000 fruit flies in each group. The treatment 
condition had a total of 40,000 fruit flies (four groups 
of 10,000) selected for increased resistance to fungal 
infection (S). As for the other 40,000 fruit flies, they were 
kept as controls (C), in four groups of 10,000.

Fungal resistance selection

	 For each of the four selected (S) populations, in 
every generation, 10,000 flies were sprayed with 7.5 ml 
of 0.34 g fungal pathogen B. bassiana suspended in 25 

ml 0.03% Silwet using a spray tower. Those flies were 
separated into groups of 2,000, into five different cages.  
The flies that were sprayed were kept at 100% humidity, 
in the dark for the fungus to be able to germinate for 24 
hours, which would allow for the cuticles of the flies to 
be penetrated, therefore infecting the flies. Every day, 
the flies that died were removed from the cages and 
fresh food was provided for those that survived. The 
20% of the surviving flies that remained, contributed to 
the next generation by producing offspring. The process 
was continued for nineteen generations. The control (C) 
groups had a similar handling process, except there was 
no fungal infection exposure, and 20% of the flies were 
randomly selected for them to contribute their offspring 
to the next generation. To ensure that the following 
rounds of selection had 10,000 flies, the offspring of each 
population were put into 100 vials, in which each vial 
contained 60-80 eggs.

Relaxed Selection

	 After nineteen generations of fungal resistance 
selection, the fruit flies were kept under conditions of 
relaxed selection. For the next seventy-five generations, 
the flies were not infected with a fungal infection, and 
were just monitored for survival.

RESULTS AND DATA ANALYSIS

The Kaplan-Meier estimate of the survival function and 
tests of significance using Cox Proportional Hazard 
model were performed using the packages Survival and 
Survminer in software R.
	 First, we investigated whether or not the replicates 
of each population contribute significantly to the 
difference on survival probabilities of C and S population. 
Figure 1 plots the curves along with 95% confidence 
intervals across 4 replicates for two populations. We 
can see that there is a significant overlap among the 
confidence intervals of the survival curves of different 
replicates for each of the C and S populations. Also, as 
the pairwise log-rank test (Appendix Table 1) supports 
the significance of all the confidence interval overlaps, 
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we decide to treat 4 replicates similar to each other and 
conclude that the population replicate does not affect the 
hazard ratio significantly. Similarly, covariate sex doesn’t 
either.
	 To quantify the effect of other covariates on survival 
probabilities, we build a Cox proportional hazard model 
with covariates treatment and population for each of the 
populations C and S. However, the proportional hazard 
assumption is not satisfied: the hazard ratios of treatment 
and population are changing over time for generation 
19, so is the hazard ratio of treatment for generation 
94. Thus, we convert them into time-dependent 
covariates for further modeling. To determine a time-
splitting point, we stratify survival curves by treatment 
and population for generation 19 and by treatment 
for generation 94 as plotted in Figure 2. Based on the 
plot and the test of proportional hazard assumption 
(Appendix Table 2.1 and 2.2), two time-splitting points 
are chosen at Day 26 and Day 36 for generation 19, and 
one for generation 94 at Day 36. 
	 With time-dependent covariates included and 
interaction effects considered, a Cox proportional hazard 
models is proposed for each of generations 19 and 94 
based on likelihood ratio test and the interpretability of a 
model. At generation 19, the hazard rate h(x,t) of sample 
x at time t is estimated to be,

h(x,t)=h0(t) exp exp [ Iinf (x) (β1I1 + β2I2 + β3I3) + IpopS(x)(β4I1+ 
β5I2 + β6I3) + β7Iinf(x)*IpopS(x)  ],

where t represents the number of days after infection 
that can be any integer from 0 to 87, 
h(x,t) represents the hazard rate of sample x from 
generation 19 at time t, h0(t) represents the hazard rate of 
baseline (uninfected flies of population C at generation 
19 at time t, Iinf is 1 if infected and 0 if uninfected, IpopS 
is 1 if population S and 0 if population C, I1 is 1 if the 
time of interest is between Day 0 and Day 25 and 0 
otherwise, I2 is 1 if the time of interest is between Day 26 
and Day 35 and 0 otherwise, I3 is 1 if the time of interest 
is between Day 36 and Day 87 and 0 otherwise, β1, … ,β7 
represent the corresponding coefficients, of which the 

estimations are in.
	 Also at generation 94, the hazard rate h(x,t) of 
sample x at time t is estimated to be,

h(x,t)=h0 (t) exp exp [Iinf (x)  (β1 I1+ β2 I2) +  β3 IpopS (x)  ], 

where t represents the number of days after infection 
that can be any integer from 0 to 87, h(x,t) represents 
the hazard rate of sample x from generation 94 at time t, 
h0(t) represents the hazard rate of baseline (uninfected 
flies of population C at generation 60) at time t, Iinf is 1 if 
infected and 0 if uninfected, IpopS is 1 if population S and 
0 if population C, I1 is 1 if the time of interest is between 
Day 0 and Day 35,and 0 otherwise, I2 is 1 if the time of 
interest is between Day 36 and Day 87, and 0 otherwise, 
β1, … ,β7 represent the corresponding coefficients, of 
which the estimations are in.
	 Reading the output of two models (Appendix 
Table 3.1 and 3.2), we can quantify the differences 
at certain day after treatment between populations S 
and C (baseline) across different treatment status and 
generations in Table 1. 
	 As seen in Table 1, The Hazard ratio of population S 
against population C is changing over time in generation 
19, but it stays constant in generation 94. There are 
different probabilities for generation 19 amongst 
different days. At any given time between Day 0 to Day 
25, the probability of death for an uninfected fly in 
population S is 237% of the probability of death of an 
uninfected fly in population C with p-value 0.00146. 
Between Day 26 to Day 35, the probability of death 
for an uninfected fly in population S is 182% of the 
probability of death of an uninfected fly in population 
C with p-value 0.00373. From Day 36 to Day 87, the 
probability of death for an uninfected fly in population 
S is 131% of the probability of death of an uninfected fly 
in population C with p-value 0.00691. The probability 
of death for an infected fly in population S from Day 
0 to Day 25 is 33% of the probability of death of an 
infected fly in population C with p-value < 0.00001. The 
probability of death for an infected fly in population S 
from Day 26 to Day 35 is 25% of the probability of death 
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Figure 1. The Kaplan-Meier estimate of survival functions of population C (left) and population S (right) along with 95% confidence intervals 
across 4 population replicates.

Figure 2. The Kaplan-Meier estimate of survival functions of generation 19 stratified at treatment (top left) and at population (bottom left), and 
those of generation 60 stratified at treatment (top right).
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of an infected fly in population C with p-value 0.00011.
On Day 36 to Day 87, the probability of death for an 
infected fly in population S is 18% of the probability of 
death of an infected fly in population C with p-value 
0.00004. 
	 For generation 94, from Day 0 to Day 87, the 
probability of death for an uninfected fly in population 
S is 92% of the probability of death of an uninfected fly 
in population C with p-value 0.05919. From Day 0 to 
Day 87 in generation 94, the probability of death for an 
infected fly in population S is 92% of the probability of 
death of an infected fly in population C with p-value 
0.05919.
	 The Cox proportional hazard models also render 
the predicted survival probabilities of each subgroup 
at any given time. Figure 3 below visualizes the results 
along with 95% confidence intervals by bootstrap 
with 1000 iterations. As the same as the hazard ratios 
indicate in Table 1, population S is more likely to survive 
compared to population C among all infected flies of 
generation 19, but the relationship is swapped without 
infection. 
	 In summary, longevity was a trade-off for immunity 
in the first 19 generations. However, it was found that 
after 75 of relaxed selection, there was a loss of the trade-
off found in previous research. The hazard rate (HR) was 
evaluated at different points in time for the uninfected 
and infected populations at generation 19 and 60. 
For the uninfected flies at days 0-35, the HR is 2.37 
(p=0.00146). There is a decrease in the HR on days 36-
87, at 1.31(p=0.00691). A decrease in the HR occurs for 
the infected flies, with a starting HR at 0.33 (p=0.0001), 
dropping to a 0.18 (0.0004). However, the HR is the same 
from day 0-35, as it is at day 36-87 for generation 94 at 
0.92(p=0.05919). A constant hazard ratio implicates no 
trade-off, as there is no major die-offs.

DISCUSSION

After 75 generations of relaxed selection, the 
phenomenon of a trade-off between immune defense 
and longevity disappeared. This is contrary to results 

when selecting for improved immune defense, when 
immune defense came at a cost to longevity resulting 
in a shorter life span. The results to this research 
arose a question, in regard to what the cause is of the 
disappearance of the trade-off. It is possible that a drastic 
increase in immune defense has a fitness trade-off with 
longevity, but mild increases in immune defense can be 
maintained without fitness costs. 
	 Determining the reason(s) of the disappearance in 
the trade-off could be helpful in determining the impact 
that the immune system has on lifespan. Continuing such 
research could be influential in finding medical advances 
that would influence how the immune system operates, 
such as therapies that would expand lifespan for humans. 
	 Although sex was not a major focus of this research 
it could be a variable to look into. Some studies have 
shown that female fruit flies are more susceptible to 
infection than male fruit flies, which may be because 
females allocate resources to produce offspring, which 

Table 1. The hazard ratios of population S against C (baseline) across 
different sub-groups by treatment status and the number of days 
after treatment of generation 19 (top) and of generation 60 (bottom). 
The p-value of a hypothesis test is reported with the null hypothesis 
H_o:hazard ratio=1, which means there is no difference between 
populations S and C in terms of hazard.
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could be detrimental to their immunity with the 
possibility that also leads to a shortened lifespan. Other 
research suggests that mating leads to reduced resistance 
due to receiving male seminal fluid proteins, Sex Peptide 
(Schwenke, & Lazzaro, 2017).  The juvenile hormone 
in females after reproduction is an immunosuppressant 
activated by the Sex Peptide. If such differences can be 
found to be significant, there could be changes to the 
way our health system approaches such hardships that 
reproduction and mating have on the women, possibility 
creating specialized treatment and medication. 
	 When determining what factors affect longevity, 
nutrition should be considered. It has been shown 

that diet, or more specifically the nutrients consumed, 
influences the lifespan of a fruit fly (Tatar, 2011). 
The allocations of those nutrients, such as carbon, 
nitrogen, and amino acids, is also important to consider 
when determining whether somatic maintenance or 
reproduction is more important. Finding out the cause 
of the disappearance of the trade-off between immune 
defense and longevity, and determining the variables 
that affect this trade-off would be the next step to this 
research. Knowing the cause could help in making 
biological advances, such as reducing disease and better 
understanding the immune system.
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Appendix 
Table 1​: Pairwise Log-rank Test 

Population Replicates 

       1       2       3  

 2  0.16839    -       -  

 3  0.16591 0.00024    -  

 4  0.47547 0.01601 0.47547 

  

 P value adjustment method: holm 

Table 2.1​: Proportional Hazard Assumption Test 

 ​Generation 19 

                rho    chisq     p 

 fungal:gt1  -0.01978  0.7198  0.396 

 fungal:gt2   0.00291  0.0161  0.899 

 fungal:gt3   0.00964  0.1774  0.674 

 gt1:popS    -0.00466  0.0414  0.839 

 gt2:popS    -0.00455  0.0387  0.844 

 gt3:popS    -0.01960  0.7071  0.400 

 fungal:popS -0.00196  0.0073  0.932 

 GLOBAL            NA  2.9346  0.891 

Table 2.2​: Proportional Hazard Assumption Test 

Generation 60 

                rho    chisq    p 

 popS         0.00778  0.293  0.588 

 fungal:gt1  -0.01487  1.063  0.303 

 fungal:gt2  -0.01207  0.693  0.405 

 GLOBAL            NA  1.963  0.580 
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Table 3.1 Proportional Hazard Assumption Test

Table 3.2 Cox Proportional Hazard Model Summary

 
 
 
 
 
 
 
 
 
 
 
Table 3.1​: Cox Proportional Hazard Model Summary 

Generation 19 

              coef    exp(coef) se(coef)   z     Pr(>|z|)  

fungal:gt1   3.75125  42.57433  0.16173  23.195  < 2e-16 *** 

fungal:gt2   2.87284  17.68718  0.18111  15.862  < 2e-16 *** 

fungal:gt3   2.94937  19.09396  0.20451  14.422  < 2e-16 *** 

gt1:popS     0.86201   2.36792  0.17032   5.061 4.17e-07 *** 

gt2:popS     0.59886   1.82004  0.14043   4.264 2.00e-05 *** 

gt3:popS     0.26650   1.30539  0.07053   3.778 0.000158 *** 

fungal:popS -1.98124   0.13790  0.17509 -11.316  < 2e-16 *** 

 
Table 3.2​: Cox Proportional Hazard Model Summary 

Generation 60 

               coef   exp(coef) se(coef)   z     Pr(>|z|)  

popS        -0.08567   0.91790  0.02887  -2.967    0.003 **  

fungal:gt1   0.92446   2.52050  0.03880  23.824   <2e-16 *** 

fungal:gt2   0.60494   1.83115  0.05300  11.413   <2e-16 *** 
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Gone With The Flu
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ABSTRACT

Multiple strains of the influenza virus affect people every year, and every year a handful of people get infected with 
at least one of the many strains. A significant issue in the medical field is how to decrease the population of infected 
individuals. We created a mathematical model that could determine the rate at which vaccines for the virus would 
have to be distributed to minimize the quantity of people infected. We accounted for the rate of contracting the 
influenza virus and the recovery speed. We also considered the possibility of an individual getting infected with 
more than one strain and restricted the number of vaccines available to make our model more applicable to a real-
life situation. This model could help those in the healthcare industry create a more efficient process for vaccinating 
people and decreasing the number of those infected.
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ABSTRACT

Monoids arise in such fields as computer science, physics, and numerous branches of mathematics including abstract
algebra, cryptography and operator theory. In this research project we seek to determine economical generating sets
for the monoid of partial order-preserving injections of an n-element set, POI(n). A generating set for a monoid is
a collection of elements S such that every element of the monoid can be expressed as a product of elements from S.
Generating sets are of fundamental importance across math and science, and mathematicians have great interest in
studying generating sets of a variety of algebraic structures. By an economical generating set, we refer to a generating
set containing as few elements as possible.

Using the algebra software package Groups, Algorithms, and Programming, GAP, we examine the key features of
various generating sets of POI(n), including their sizes, the domains and ranges of the partial injections arising in
them, and more. We confirm that every generating set of POI(n) contains at least n elements, and we describe all eco-
nomical generating sets (which contain exactly n elements). Also, we provide a formula for the number of economical
generating sets for POI(n).

INTRODUCTION

Definition 1. Amonoid is a non-empty setM together with a binary operation ∗ that satisfies the following axioms:

1) Closure: If a, b ∈ M, then a ∗ b ∈ M .

2) Associativity: a ∗ (b ∗ c) = (a ∗ b) ∗ c, for all a, b, and c ∈ M .

3) Existence of an Identity: An element e ∈ M is called the identity element if a ∗ e = a = e ∗ a for every a ∈ M .

Example 1. The set of positive real numbers under multiplication, (R+,×), is a classic example of a monoid, with
identity element 1.

Note (R+,+) is not a monoid since 0 does not belong to R+.

Example 2. However, ([0,∞),+) is a monoid with identity element 0.

Note that the monoid in Example 2 forms a submonoid of (R,+), since it is a subset of R that forms a monoid.

Definition 2. A semigroup is a non-empty set S that satisfies the closure and associativity axioms in Definition 1. Thus,
every monoid is a semigroup.

Any semigroup can be made into a monoid by adjoining an identity element. In Example 2, for instance, starting
with the semigroup (R+,+), we form the monoid ([0,∞),+) = (R+ ∪ {0},+).

Example 3. LetX be a non-empty set. An expression of the form x1x2x3 · · ·xn (with xi ∈ X) is called a word on the
alphabetX . The set of all words onX is the free semigroup onX , denotedX+. We can form a monoid by adjoining
an empty word, say Λ, toX+. This monoid, denotedX∗, is called the free monoid onX .
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The operation inX+ andX∗ is concatenation. If we letX be the English alphabet of lowercase letters, then some
elements ofX+ are

road ∗ runner = roadrunner,

sledge ∗ hammer = sledgehammer,

aababba ∗ babbba = aababbababbba.

Note that we often omit the operation ∗ from the notation when the operation is known. Thus, for instance, we may
write a ∗ b simply as ab.

Example 4. Another example of a monoid is the bicyclic monoid, denoted

< a, b : ab = Λ > .

The equation ab = Λ is called a relation. Starting with the free monoidX∗ onX = {a, b} we impose this relation
to obtain the bicyclic monoid. Using the relation to simplify words, it is easy to see that every element of the bicyclic
monoid can be expressed in the form biaj for some i, j ≥ 0.

Example 5. LetX and Y be any two non-empty sets and define a binary operation on S = X×Y as follows: (x1, y1)∗
(x2, y2) = (x1, y2), where x1, x2 ∈ X and y1, y2 ∈ Y . Then S forms a semigroup that is commonly known as a
rectangular band.

Note that none of the semigroups presented in Examples 3-5 are commutative.

Definition 3. An idempotent in a semigroup S is an element s ∈ S such that s2 = s. A semigroup in which every
element is an idempotent is called a band.

Note that the semigroup presented in Example 5 is indeed a band.

Example 6. The symmetric inversemonoid, SIM(S), consists of all partial injections froma set S to itself. Theoperation
on SIM(S) is given by composition of mappings, where we will adopt the convention that mappings are composed
from left to right.

ThemonoidSIM(S) is of great relevance to this paper. Therefore, let us take some time to elaborate on its structure.
Consider the particular case where S = {1, 2, 3, . . . , n}, denoted as SIM(n). The identity element of SIM(n) is the
element that fixes each element of the set {1, 2, 3, . . . , n}. The elements of SIM(n) can be represented by a classic
two-line notation. For example,

τ =

(
1 2 3 4 5 6

2 1 4 6 − 5

)
∈ SIM(6). (1)

In this element, we observe that 1 maps to 2, 2 maps to 1, 3 maps to 4, 4 maps to 6, 5 does not get mapped, and 6
maps to 5.

Definition 4. The domain of an element τ ∈ SIM(S) is

Dom(τ) = {i ∈ S : τ(i) is defined}.

Definition 5. The range of an element τ ∈ SIM(S) is

Rng(τ) = {τ(i) : i ∈ S}.

In (1), we can see thatDom(τ) = {1, 2, 3, 4, 6} andRng(τ) = {1, 2, 4, 5, 6}.
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Definition 6. The rank of an element τ ∈ SIM(S) is

rank(τ) = |Dom(τ)| = |Rng(τ)|.

In (1), rank(τ) = 5.Also, note that the set of all elements in SIM(n) of rank n forms the well-known group called
the symmetric group, denoted Sn. Consult any introductory text on modern algebra for more information([6], [8]).
To illustrate how composition of partial permutations works, consider this example:



1 2 3 4 5 6

3 4 − 5 6 −






1 2 3 4 5 6

2 1 4 6 − 5


 =



1 2 3 4 5 6

4 6 − − 5 −


 .

Of course, the rank of the composition of two partial mappings cannot exceed the rank of either element comprising the
product. Here, for example, we see that the elements on the left side have rank 4 and 5, respectively, while the resulting
product on the right side only has rank 3.

There are some fundamental equivalence relations which help us understand the structure of semigroups and
monoids. These are known as the Green's relations [5]. To discuss these, we need some notation: given a monoid
M and t ∈ M , denoteMt = {mt : m ∈ M} and tM = {tm : m ∈ M}. Now, let α, β ∈ M . Then

1. α and β are L-related, denoted α L β, if and only if there exist x, y ∈ M such that xα = β, yβ = α.That
is, β ∈ Mα and α ∈ Mβ.

2. α and β are R-related, denoted α R β, if and only if there exist u, v ∈ M such that αu = β, βv = α. That
is, β ∈ αM and α ∈ βM .

3. TheD-relation,D = L ◦ R = R ◦ L, is the smallest equivalence relation containing both L and R.

4. The H-relation is the intersection of L and R. That is, α and β are H-related, denoted α H β, if and only if
α L β and α R β.

The Green’s relations are equivalence relations, and hence form equivalence classes, which we will refer to as L-
classes, R-classes,D-classes, andH-classes.

Example 7. Arranging the elements of the bicyclic monoid in an array, we can compute its Green’s relations.

1 a a2 a3 a4 . . .

b ba ba2 ba3 ba4 . . .

b2 b2a b2a2 b2a3 b2a4 . . .

b3 b3a b3a2 b3a3 b3a4 . . .

...
...

...
...

...
. . .

Two elements in the bicyclic monoid are R-related if they satisfy the following condition:

biaj R bkaℓ if and only if i = k.

In terms of the array above, two elements areR-related if and only if they are in the same row. For example, ba2 R ba4,
since ba2 = ba4(b2) and ba4 = ba2(a2). Similarly, two elements are L-related if they satisfy

biaj L bkaℓ if and only if j = ℓ.
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The elements in the same column of the array above areL-related. For example, ba3 L b3a3, since ba3 = (a2)b3a3 and
b3a3 = (b2)ba3. Next, observe that for all non-negative integers i, j, k, and ℓ,

biaj D bkaℓ

since
biaj R biaℓ L bkaℓ.

Thus, since any two elements of the bicyclic monoid areD-related, the bicyclic monoid has only oneD-class. Lastly, it
is easy to see that an element isH-related only to itself.

We are now ready to begin studying the particular monoid of interest to us in our research, and in the next section,
we will determine its Green’s relations.

PARTIAL ORDER-PRESERVING INJECTIONS

Themonoid of interest to our research is themonoid of partial order-preserving injections, denoted by POI(n), which
is a submonoid of SIM(n). An element σ of SIM(n) is an element of POI(n) if whenever i < j in {1, 2, 3, . . . , n},
then σ(i) < σ(j). For example,

σ =

(
1 2 3 4 5 6

3 4 − 5 6 −

)
∈ POI(6),

since the values on the second row appear in increasing order. However, the element τ in (1) is not an element of
POI(6).

Definition 7. A partial identity in POI(n) is an element σ such that for each i ∈ {1, 2, 3, . . . , n}, either σ(i) =
i or i /∈ Dom(σ).

As we will see in our main results, partial identities play an important role in describing economical generating sets
of POI(n). An example of a partial identity is the element

τ =

(
1 2 3 4 5 6

1 − 3 − 5 −

)
∈ POI(6),

whose rank is 3. Throughout this paper, we denote the subset of POI(n) of elements of rank k as POIk(n). For

example, rank(τ) = 3, so τ ∈ POI3(6). Note that POI(n) =

n∪
k=0

POIk(n), and from [1],

|POI(n)| =
n∑

k=0

(
n

k

)2

.

The kth term of this summation counts the number of elements in POIk(n). For example,

|POI(4)| =
4∑

k=0

(
4

k

)2

=

(
4

0

)2

+

(
4

1

)2

+

(
4

3

)2

+

(
4

4

)2

= 70.

We now look at the Green’s relations for the monoid POI(n). Let α, β ∈ POI(n). A routine analysis shows the
following:
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• α R β if and only ifDom(α) = Dom(β).

• α L β if and only ifRng(α) = Rng(β).

• α D β if and only if rank(α) = rank(β).

• α H β if and only if α = β.

We give some examples of the R and L relations in POI(n).

Example 8. Let

α =

(
1 2 3 4 5 6 7

2 4 5 6 7 − −

)
and β =

(
1 2 3 4 5 6 7

2 3 4 5 6 − −

)

in POI(7). Since

α

(
1 2 3 4 5 6 7

− 2 − 3 4 5 6

)
= β

and
β

(
1 2 3 4 5 6 7

− 2 4 5 6 7 −

)
= α,

we see that α R β.

Example 9. Let

σ =

(
1 2 3 4 5 6 7 8

3 4 5 6 − − 7 8

)
and γ =

(
1 2 3 4 5 6 7 8

3 − 4 5 6 7 8 −

)

in POI(8).We have (
1 2 3 4 5 6 7 8

1 − 2 3 4 7 8 −

)
σ = γ

and (
1 2 3 4 5 6 7 8

1 3 4 5 − − 6 7

)
γ = σ,

so we conclude that σ L γ.

Remark 1. Let α, β ∈ POIn−1(n). Then αβ ∈ POIn−1(n) if and only if Rng(α) = Dom(β). In this case, α R αβ
and β L αβ.

We will now turn our attention to the main problem in this paper, the identification of economical generating sets
for POI(n).

Definition 8. A generating set for an algebraic structure Z (such as a group, semigroup, monoid, vector space, and
so on) is a collection of elements in Z such that each element in Z can be expressed by applying a finite sequence of
algebraic operations to those elements.

In linear algebra, a generating set for a vector space is commonly known as a spanning set.

Definition 9. A generating set for Z of smallest possible size is called an economical generating set.
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In linear algebra, an economical generating set for a vector space V is simply a basis for V . In this case, the size of
this economical generating set for V is well-known as the dimension of the vector space, dim[V ]. A familiar example
is the basis {i, j, k} for the three-dimensional vector space R3. The search for economical generating sets of algebraic
structures has led to a steady stream of work. In [2], these sets were classified for SIM(n), while in [3], they were
studied in the symmetric and alternating groups.

Returning to our study of POI(n), observe that POIn(n) consists only of the identity element

id =

(
1 2 3 · · · n− 1 n

1 2 3 · · · n− 1 n

)
.

This element is uninteresting with respect to the generating process, so we will focus our attention on generating the
set POI(n) − {id}. For the remainder of this paper, when we speak of generating POI(n), we will mean that we are
generating POI(n) − {id}, which itself is a subsemigroup of POI(n). The key to generating POI(n) − {id} is to
generate all of the rank n − 1 elements first. In fact, it is customary to restrict generating sets of POI(n) to consist of
elements of rank n − 1. By multiplying elements of POIn−1(n) together, we can obtain elements of lower rank (see
Remark 1). We arrange the elements in POIn−1(n) in an n × n array as shown in Figure 1 for POI(4). Elements
in the same row have the same domain, elements in the same column have the same range, and elements on the main
diagonal are partial identities. Let

�Si = {1, 2, . . . , i− 1, i+ 1, . . . , n− 1, n}

for 1 ≤ i ≤ n. For example, for n = 4, if

σ =

(
1 2 3 4

2 3 − 4

)
, (2)

thenDom(σ) = �S3 andRng(σ) = �S1.

Figure 1: 4× 4 array of the elements in POI3(4).

We can represent the elements in Figure 1 by their position in the array as we have done in Figure 2. This will let us
denote an element σ in POIn−1(n) as a pair of numbers, (a, b), according to the position of σ in row a and column b

of the array. The element σ in (2) can now be represented as σ = (2, 4).Note that ifDom(σ) = �Si andRng(σ) = �Sj ,
then we have σ = (n− i+ 1, n− j + 1).
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Figure 2: The elements in POI3(4) represented by their position in the 4× 4 array in Figure 1.

Notation: Let X be a subset of POIn−1(n). Let ΩX denote a directed graph on {1, 2, . . . , n}, where a b is a
directed edge in ΩX if and only if (a, b) ∈ X.
If σ = (a, b) and τ = (c, d) are two elements of POIn−1(n), then note that στ = (a, b)(c, d) = (a, d) if b = c. If
b ̸= c, by Remark 1 the rank of στ drops and we do not express στ as a pair. Multiplication can now be performed by
following directed edges, as shown in our next examples.

Example 10. In POI(4), (
1 2 3 4

2 3 − 4

)(
1 2 3 4

− 1 2 3

)
=

(
1 2 3 4

1 2 − 3

)

can be expressed as (2, 4)(4, 1) = (2, 1), which is represented graphically as

1 2

34 (3)

In (3), the dotted arrow indicates the result of the composition of the two solid arrows.

Example 11. Again in POI(4),
(
1 2 3 4

− 1 2 3

)(
1 2 3 4

1 2 4 −

)(
1 2 3 4

1 3 − 4

)
=

(
1 2 3 4

− 1 3 4

)

can be represented as (4, 1)(1, 2)(2, 3) = (4, 3), which is represented graphically as

1 2

34 (4)
In (3) and (4), the solid directed edges form an example of a walk [4].

Definition 10. A walk is a sequence ofm edges of the form

x0 → x1 → x2 → · · · → xm,

where x0, x1, x2, . . . , xm are (not necessarily distinct) vertices, and xi → xj indicates that vertices xi and xj are joined
by an edge. If x0 = xm, then the walk is closed.
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a

bc

d

e f

Figure 3: An example of a directed graph.

For example, in Figure 3 we have a walk c → b → e → d → c → a. Note that if we remove the edge c → a, we
have a closed walk: c → b → e → d → c.
Definition 11. If a walk is composed of distinct edges and has distinct vertices, then it is called a path. That is, in a
path we have xi ̸= xj for 0 ≤ i < j ≤ m, except possibly for x0 = xm. In the case where x0 = xm, the path is closed
and usually referred to as a cycle orm-cycle.

In Figure 3, we have the path e → d → c → b and the 4-cycle e → d → c → b → e.

Definition 12. A Hamiltonian path, also called a Hamilton path, is a path between two vertices of a graph that visits
each vertex of the graph exactly once. A closed Hamiltonian path is aHamiltonian cycle.

In Figure 3, we have the Hamiltonian path b → e → d → c → a → f , and a Hamiltonian cycle e → d → c →
b → a → f → e.

Shortly, we will see how this basic graph theory can help us describe economical generating sets of POI(n). Our
results were first motivated by a program written using the programming language Groups, Algorithms, and Program-
ming (GAP) [7]. The program is explicitly provided for the case n = 3 in Figure 4. As we will see in Section 3, any
economical generating set of POI(n)must contain exactly n elements. Therefore, the program takes every collection
of n elements from the n2 elements of POIn−1(n) and computes the submonoid of POI(n) that they generate to
determine whether or not each such collection is in fact a generating set.

Figure 4: Program code forPOI(3), which can easily bemodified forn > 3. Forn ≥ 7, the number of elements inPOI(n) becomes
too large for this program to compile.
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Using the program, we obtained the following:

Table 1. Number of economical generating sets of POI(n).

n Number of economical
generating sets of POI(n)

3 2
4 6
5 24
6 120

We may suspect from Table 1 that the number of economical generating sets of POI(n) is (n − 1)!, and later in
this paper, we will prove that this is indeed true.

MAIN THEOREMS

We now turn to the main results in this paper. Our first result provides a necessary condition for a subset X ⊆
POIn−1(n) to be an economical generating set for POI(n).

Theorem 1. LetX be a subset of POIn−1(n) consisting of n elements that generate POI(n).ThenX has no partial
identities, no R-related elements, and no L-related elements.

Proof. We proceed by way of contradiction. First assume that there are two R-related elements in X . Then for some
i ∈ {1, 2, . . . , n}, the subset Ŝi is the domain for no elements in X . Let γ ∈ POIn−1(n) be any element such that
Dom(γ) = Ŝi. Write γ = (a, b), where we know that n − i + 1 = a, or i = n − a + 1. SinceX is a generating set,
then there exist x1, x2, . . . , xj ∈ X such that

γ = x1x2 · · ·xj .

Writing xi = (xi1, xi2) for each i with 1 ≤ i ≤ j, we have

γ = (x11, x12)(x21, x22) · · · (xj1, xj2) = (a, b),

wherexi2 = xi+1,1 for each iwith 1 ≤ i < j. It follows thata = x11, and thus,Dom((x11, x12)) = Ŝi which is a contradiction.
Similarly, assume X contains two L-related elements. Thus, there is some subset Ŝi that no element in X has

as its range. Let α = (a, b) ∈ POIn−1(n), where Rng(α) = Ŝi. Then there exist x1, x2, . . . , xj ∈ X such that
α = x1x2 · · ·xj .Writing xi = (xi1, xi2) as before, we have

α = (x11, x12)(x21, x22) · · · (xj1, xj2) = (a, b),

where xi2 = xi+1,1 for each 1 ≤ i < j. It follows that b = xj2, which implies Rng((xj1, xj2)) = Ŝi, which is a
contradiction.

Now assume X contains a partial identity element, say ω = (a, a), which fixes the elements of Ŝn−a+1. Choose
any element γ = (a, b) ∈ POIn−1(n) with γ ̸= ω. Then, following the notation above, γ can be expressed as

γ = x1x2 · · ·xj = (x11, x12)(x21, x22) · · · (xj1, xj2) = (a, b).

As above, we get a = x11. Thus, since the only element ofX of the form (a, y) is the partial identity (a, a) it must be
the case that (x11, x12) = ω. Hence,

γ = (a, a)(x21, x22) · · · (xj1, xj2).
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Now we deduce that x21 = a and we can repeat the same reasoning as above to conclude that x22 = a. Therefore,

γ = (a, a)(a, a) · · · (xj1, xj2).

Proceeding in this way, we eventually have

γ = (a, a)(a, a) · · · (a, a) = (a, a) = ω,

a contradiction.

As a consequence of the proof of Theorem 1, observe that every Ŝi (for 1 ≤ i ≤ n) must be the domain of some
generator in a generating set POI(n). This therefore proves the following:

Corollary 1. Every generating set of POI(n)must contain at least n elements.

Theorem 2. LetX be a subset of n elements of POIn−1(n) with no partial identities, no R-related elements, and no
L-related elements. ThenX is a generating set for POI(n) if and only if the edges of ΩX form an n-cycle.

Proof. First, assumeX is a generating set for POI(n). By way of contradiction, suppose that the edges of ΩX do not
form an n-cycle. This implies wemust have at least two smaller cycles, sayC1 andC2, of lengths n1 and n2, respectively.
Let us choose an element (a, b) ∈ POIn−1(n), where a is a vertex of the n1-cycle C1 and b is a vertex of the n2-cycle
C2. SinceX is a generating set, we can express (a, b) as a product of generators:

(a, b) = (x11, x12)(x21, x22) · · · (xj1, xj2).

However, since x11 = a is a vertex inC1, then x12 is also a vertex inC1, which implies (x11, x12) ∈ ΩX−C2. Similarly,
since x12 = x21 is a vertex in C1 then x22 = x31 is a vertex in C1 which implies (x21, x22) ∈ ΩX − C2. Continuing
this process we get (xj1, xj2) ∈ ΩX −C2which is a contradiction to the fact that xj2 = b is a vertex inC2. Hence,ΩX

forms an n-cycle.
Now assume that the edges of ΩX form an n-cycle. To show that X is a generating set, let (a, b) be an arbitrary

element in POIn−1(n). Since the edges of ΩX form an n-cycle, then we have a Hamiltonian cycle of the form

x1 → x2 → · · · → xi−1 → a → xi+1 → · · · → xj−1 → b → xj+1 → · · · → xn → x1

or
x1 → x2 → · · · → xi−1 → b → xi+1 → · · · → xj−1 → a → xj+1 → · · · → xn → x1

In the former case, there is a path connecting a and b namely

a → xi+1 → · · · → xj−1 → b.

(The later case is similar.) Therefore, (a, b) can be generated byX as

(a, b) = (xi, xi+1)(xi+1, xi+2) · · · (xj−1, xj).

Once all the elements ofPOIn−1(n)−{id} are generated, it is trivial to generate the lower rank elements ofPOI(n)−
{id}.
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Example 12. The set

X =





(
1 2 3 4

− 1 2 3

)
,

(
1 2 3 4

1 2 4 −

)
,

(
1 2 3 4

1 3 − 4

)
,

(
1 2 3 4

2 − 3 4

)

(4, 1) (1, 2) (2, 3) (3, 4)





forms a generating set for POI(4) since the edges of the graph ΩX form a 4-cycle. By composing these edges, we can
then generate all 16 edges of POI3(4) to get:

3

2

1

4

Figure 5: A graphical example of a generating set of POI(4).

Here, the solid directed arrows belong to the generating set, while the dotted directed arrows represent the remaining
elements of POI3(4).

Example 13. The set

X =




(
1 2 3 4 5

1 2 4 5 −

)
,

(
1 2 3 4 5

1 2 3 − 4

)
,

(
1 2 3 4 5

2 3 − 4 5

)
,

(
1 2 3 4 5

1 − 2 3 5

)
,

(
1 2 3 4 5

− 1 3 4 5

)

(1, 3) (2, 1) (3, 5) (4, 2) (5, 4)




forms a generating set for POI(5) since the edges of the graph ΩX form a 5-cycle. From this 5-cycle, we can generate
the remaining 20 edges that correspond to the remaining 20 elements of POI4(5):
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3

2

1

5

4

Figure 6: A graphical representation of a generating set of POI(5).

As in Example 12, the solid directed arrows belong to the generating set, while the dotted directed arrows represent
the remaining elements of POI4(5).

Example 14. The set

X =




(
1 2 3 4 5

1 2 − 3 4

)
,

(
1 2 3 4 5

1 − 2 3 5

)
,

(
1 2 3 4 5

1 2 4 5 −

)
,

(
1 2 3 4 5

− 1 3 4 5

)
,

(
1 2 3 4 5

2 3 4 − 5

)

(5, 1) (3, 2) (2, 3) (1, 4) (4, 5)




is not a generating set for POI(5) since ΩX forms two subcycles of the 5-cycle. By composing the edges in these
subcycles we only generate 13 out of the 25 edges of POI4(5):

3

2

1

5

4

.
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3

2

1

5

4

Figure 6: A graphical representation of a generating set of POI(5).

As in Example 12, the solid directed arrows belong to the generating set, while the dotted directed arrows represent
the remaining elements of POI4(5).

Example 14. The set

X =




(
1 2 3 4 5

1 2 − 3 4

)
,

(
1 2 3 4 5

1 − 2 3 5

)
,

(
1 2 3 4 5

1 2 4 5 −

)
,

(
1 2 3 4 5

− 1 3 4 5

)
,

(
1 2 3 4 5

2 3 4 − 5

)

(5, 1) (3, 2) (2, 3) (1, 4) (4, 5)




is not a generating set for POI(5) since ΩX forms two subcycles of the 5-cycle. By composing the edges in these
subcycles we only generate 13 out of the 25 edges of POI4(5):

3

2

1

5

4

.
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Student Blending in Math and Physics Integration Problems

Anthony Pina
Advisor: Michael Loverude, Ph.D.
Department of Physics, California State University, Fullerton

ABSTRACT

Introductory calculus-based physics courses present situations in which students are asked to apply tools acquired 
in math courses to physical phenomenon. For this poster we look specifically at integration and how students use 
it to solve problems involving variable forces in two different courses: introductory calculus-based mechanics and 
second-semester calculus. These courses are often taken concurrently and require students to blend information 
from both disciplines to create a full picture of the solution to physics problems. Data were collected using semi-
structured think-aloud interviews including math and physics contexts. Data were analyzed using a cognitive 
blending lens [Fauconnier & Turner 2002].   While these tasks would seem to prompt blending, students struggled 
with constructing an effective blend.
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The Stochastic Force Spectrum of a Micro-Swimmer 

Corbyn Jones and Mauricio Gomez
Advisor: Wylie Ahmed, Ph.D.
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ABSTRACT

We seek to understand the dynamics of micro-swimmers by quantifying the stochastic forces generated by their 
motion. We are currently working with Chlamydomonas Reinhardtii—a green algae commonly used to study 
microscopic locomotion. Our approach is to use optical tweezers and a direct force calibration known as the photon 
momentum method (PMM) to measure micro-swimmer forces. The power spectral density (PSD) of the force 
dynamics is analyzed, providing information about the frequency content of the force signals. A simple stochastic 
model based on the generalized Langevin equation predicts the power spectral density to have a Lorentzian- 
type curvature. We compare our experimental data to the theoretical model to test if the model can predict our 
experimentally measured PSD. This approach allows the calculation of thermodynamic quantities such as work, 
power, efficiency, etc. to describe the microscopic motion. Our analysis seeks to apply concepts from stochastic 
thermodynamics to understand micro-swimmer dynamics.
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Building a Custom Microscope to Study Brownian Motion and Active Matter

Hunter Seyforth
Advisor: Wylie Ahmed, Ph.D.
Department of Physics, California State University, Fullerton

ABSTRACT

Our goal is to build an optical microscope, calibrate it, and make precise measurements of Brownian motion and 
diffusion using multiple approaches such as mean squared displacement (MSD) analysis and differential dynamic 
microscopy (DDM). These methods of analysis were applied to quantify the motility of active matter and standardize 
the process to develop an advanced module for the graduate program. We constructed an optical microscope based 
on the design by Kemp et al.(arXiv:1606.03052). Then, with a 40x objective, the Brownian motion of 1 micron 
colloidal particles were studied and used MATLAB to calculate the diffusion coefficient of the particles using two 
independent approaches. Both single particle tracking and image correlation techniques were implemented to 
analyze colloidal diffusion. To do this, publicly available matlab codes for particle tracking, MSD analysis, and DDM 
analysis were applied to calculate the diffusion coefficient. These analysis methods were then utilized to quantify 
the diffusion of active matter. Specifically, we focused on the diffusion of two different types of active matter: janus 
particles and swimming microorganisms. This was done to quantify the motility of active matter and compare its 
diffusion to non-active matter. This project is being developed into an advanced lab module to be an introduction 
to physics research, fortify concepts from optics and statistical physics, and give students hands-on experience in 
building optical systems and analyzing noisy data.
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1Mauricio Gomez and 1,2Corbyn Jones
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2 Department of Mechanical Engineering, California State University, Fullerton

ABSTRACT

Optical tweezers have been used to study force fluctuations in microscopic systems and to determine the physical 
properties of complex materials. We implement two calibration methods, the photon-momentum method and the 
active-passive method, to measure displacements and forces at the nanometer and piconewton scales. Here, we 
study the force fluctuations of chlamydomonas microswimmers by applying the photon-momentum method. We 
calculated the stochastic force spectrum (Ptotal) by estimating the power spectral density of the fluctuating force 
signal. We apply a theoretical framework to extract the non-equilibrium microswimmer forces from the total force 
spectrum. We then apply a spectrogram analysis to understand the frequency-time dynamics of the chlamydomonas 
microswimmer. We hope to extract the force kinetics of the flagella and molecular motors. 
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ABSTRACT

The Weyl curvature tensor Cαβγδ can be split into two parts, the electric and magnetic part. The electric part εjk 
describes tidal gravity (how much objects are stretched and squeezed) and the magnetic part Bjk describes differential 
frame dragging (how much objects are twisted) of spacetime. Vortex lines are tangent to the eigenvectors of Bjk and 
tendex lines are tangent to the eigenvectors of εjk. These lines are analogous to electric and magnetic field lines. We 
present visualizations of vortex and tendex lines of merging black holes colliding head on. We attempt to make some 
discussions on how warped spacetimes behave around binary black holes by beginning on the most trivial cases and 
adding in parameters such as spin and orbital eccentricity. This is the first time we have been able to track vortex and 
tendex consistently as the simulation progresses.



119

Authors and Editors
Alejandra Garcia
Alejandra Garcia is a senior Louis Stokes Alliance for Minority Participation (LSAMP) 
scholar at California State University, Fullerton (CSUF) pursuing a Bachelor of Science 
Degree in Biology. She works with Dr. Maria Linder purifying and studying copper 
carrying components of human and pig plasma. Upon graduation, she plans to continue 
her education as either an M.D., or MD – PhD. 

Alexxis De Lamere
Alexxis De Lamere is a honors undergraduate at Hawaii Pacific University. She double 
majors in oceanography and applied mathematics,t and plans to be an oceanographic 
engineer that focuses on sustainability in costal areas around the world. She is currently 
working on a research project with other undergraduate students from Cal State Fullerton 
and they plan to publish a paper on their work by the end of Summer 2019. 

Ariana Sanchez
Ariana Sanchez is majoring in Biological Sciences at California State University, Fullerton. 
She has been a Southern California Ecosystems Research Program (SCERP) scholar since 
2018. Ariana is currently working with Dr. Danielle C. Zacherl to quality the health of 
filter feeding marine invertebrates in an oyster restoration study using condition index 
and biomass metrics. After graduating in Spring 2019, she plans to gain additional 
experience through a USGS internship and further her career in ecological research. 

Andrew Jaramillo
Andrew is a senior Biology major with a concentration in ecological and evolutionary 
biology. He is a scholar of the Southern California Ecosystems Research Program 
(SCERP) and is working under Dr. Kristy Forsgren to understand the comparative 
reproductive anatomy of male surfperches. After his graduation this spring he plans to 
work in wildlife biology focusing on restoration of our natural wildlife.

Brittany Cook
Brittany Cook is a 2017-2019 Scholar for the Southern California Ecosystems Research 
Program (SCERP) at California State University, Fullerton. She has a passionate love 
for plants and algae and has been involved in independent research ever since joining 
SCERP. She hopes to pursue a Ph.D. in agricultural science after graduating to increase 
the efficiently, affordability, and sustainability of crop plants for the world’s growing 
population.



120

Cameron Marzvaan
Cameron Marzvaan is a graduate of the University of California, Santa Barbara (UCSB) 
with a Bachelor of Science Degree in Biopsychology. Currently, he contributes to research 
in Dr. Maria Linder’s lab using a variety of experimental techniques to purify and study 
copper carrying proteins in human and swine. As an aspiring physician, he enjoys 
community service and is applying to medical school this summer.

Christian Concha
Christian Concha is a student at California State University Fullerton expected to graduate 
summer 2019. Christian is working with Diane Clemens-Knott using U-Pb Dating to 
determine the Maximum Depositional Ages and Provenance of the Cow Creek and 
Fairview metasedimentary Pendants, of the southern Sierra Nevada Mountains. He was 
recently awarded the Margaret Skillman Woyski Scholarship for his research efforts and 
seeks to obtain a career in Environmental or Geophysical consulting.

Corbyn Jones
Corbyn Jones is a senior at Cal State Fullerton, majoring in mechanical engineering and 
physics with an emphasis in business. He plans to graduate in May 2020 and enroll in a 
graduate program to earn a doctorate in mechanical engineering. He hopes to launch his 
own company specializing in cutting edge, robotic prostheses for amputees and recently 
presented his biophysics research at the March 2019 American Physical Society (APS) 
Conference in Boston.

Crystal Paulus
Crystal is a fourth-year undergraduate majoring in chemistry. She has been in Dr. de 
Lijser's organic chemistry lab since Fall 2017, working on understanding the structure and 
reactivity of reactive intermediates. After graduating this spring, Crystal will attend Boise 
State University, pursuing a master’s degree in chemistry. Overall her goal is to  pursue a 
career in the cosmetic industry.

Eddie Reyes
Eddie Reyes is an undergraduate geology major. He is completing an undergraduate 
thesis with Dr. Knott on Discharge and Drought Recovery of Three Springs in Harper 
Valley, Mojave Desert, California. He is active in the geology club and plans to work in 
the environmental consulting industry in the fall. He plans to return to graduate school 
following a few years of work. 



121

Elnaz Bagheri
Elnaz Bagheri is pursuing a Master’s degree in Biology at CSUF. Bagheri was a research 
assistant at Molecular Medicine Center, Rafsanjan Iran for two years before starting her 
master’s degree. She passed 60 hours of courses in Molecular and Genetic engineering 
at Shahid Beheshti University in Tehran and obtained a Certificate from the Iran 
Biotechnology Society and Gene Transfer Pioneers Research Group (GTP) in 2015.  She 
presented her poster on March 22,2018 at NSM Symposium at CSUF. 

Freddy Nungaray
Freddy is completing his final year at CSUF as an applied mathematics major. Freddy was 
involved in the Graduate Readiness and Access in Mathematics (GRAM) to enhance his 
professional growth. Upon completing GRAM, Freddy also conducted research in taxicab 
geometry over at Seattle University. His interests include research involving geometry, 
numerical analysis, and mathematical modeling. Freddy intends to pursue a Master's in 
applied mathematics and aspires to do industrial work.

Gabriel Martinez
Gabriel earned his Associate of Science in Mathematics degree with Honors from Santiago 
Canyon College, and then transferred to CSUF. In addition to his classes, Gabriel has 
worked as a supplemental instruction leader for calculus courses, and he has also tutored 
K-12 students in Common Core mathematics.  Gabriel has worked under the mentorship 
of applied mathematician, Dr. Laura S. Chowdhury, for the Graduate Readiness and 
Access in Mathematics program (GRAM).

Holly Suther
Holly is pursuing a Bachelor of Science degree in Biological Science with a concentration 
in Marine Biology. She is a Southern California Ecosystems Research Program (SCERP) 
scholar and works under the guidance of Dr. Kristy Forsgren describing the external 
morphology of the urogenital papilla on rockfish. Holly is a Supplemental Instruction (SI) 
Leader for Biology and the Co-President of the Society for Advancement of Chicanos/
Hispanics and Native Americans in Science (SACNAS) organization on campus.

Han Yin
Han Yin is currently a graduate student majoring in Statistics at California State 
University, Fullerton. Mentored by Dr. Sam Behseta and Dr. Parvin Shahrestani, she 
applies statistical techniques on the survival data of flies. She will graduate in 2020 and her 
future goal is to pursue a PhD in Statistics.



122

Jackson Flanagan
Jackson Flanagan has learned and experienced so much since he transferred into CSUF 
from Santiago Canyon College as a Geology major two years ago. As an undergraduate 
researcher at CSUF, he focused on constraining the orientation of the Sierra Nevada 
Frontal Fault System. Now that he is graduating, he is looking to get into the 
environmental consulting industry and eventually becoming a Professional Geologist

Jamie Hayward
Jamie Hayward is pursuing a Bachelor of Science in Geology at California State University, 
Fullerton. She works under the guidance of Dr. Valbone Memeti researching textual 
and compositional variability of magma bodies from the mid-crust, exhumed at the 
surface.  She is the current social media coordinator for the Geology Club on campus. 
After graduation, Jamie plans to work a few years in industry and return to school for a 
graduate degree. 

Jessica Sherman
Jessica Sherman is fourth year biology major with a concentration in Molecular and
Biotechnology. She has been involved in ASI as the Board of Director for the College 
of Natural Sciences and Mathematics, the Vice President of Internal Affairs for Beta Psi 
Omega, and a Peer Mentor Lead for the Think Like Einstein Program. Jessica currently 
has an internship in the COPE Health Scholars Program and in the future she will be 
attending Physician Assistant School.

Judith Avila
Judith is majoring in Geology.  Her research explores climate change in Northern 
California over the past 10,000 years. Her career goal is to work with the United States 
Geological Survey or become a tenured faculty at a four year university. She is in the 
Honors, McNair Scholars, and Louis Stokes Alliance for Minority Participation Programs. 
The Geology department awarded her the Outstanding Academic Achievement Award in 
Geology (2018) as a junior, and the Outstanding Major Award (2019) as a senior.

Karen Walsh
Karen recently received her Bachelor’s degree in Evolutionary and Ecology Biological 
Sciences at Cal State University, Fullerton in Spring 2018. She is continuing her education 
at CSUF as a Master’s student studying evolutionary genomics of aging in Drosophila 
melanogaster in Dr. Parvin Shahrestani’s laboratory. Her future career goals involve 
teaching in higher education and becoming a Registered Veterinary Technician.



123

Kenneth Eaves
Kenneth completed his undergrad in mathematics with a concentration in teaching 
at CSUF.  Now a high school math teacher, Kenneth is completing his masters in 
mathematics and will graduate in May. Working with Dr. Lyons, he has been analyzing 
the connections between weight systems that arise from geometric surfaces called K-3 
surfaces and is continuing this research through May. 

Kristina Rosete
Kristina Rosete is a second-year student at California State University, Fullerton. She is 
majoring in mathematics with a concentration in teaching. She is involved in the PRIME 
club and SMART Girls. Kristina worked on a research project over the summer with Dr. 
Soto and two other students, and presented the project at the Joint Mathematics Meeting 
in Baltimore where they received the Outstanding Poster Award. In the future, she hopes 
on becoming a high school mathematics teacher, or a professor.  

Lindsey Langer
Lindsey Langer is an undergraduate geology major. She is completing an undergraduate 
thesis with Dr. Jeffrey R. Knott on Provenance, Detrital Zircon Age and Tephrochronology 
of Pliocene Conglomerate, in Eastern Deep Springs Valley, California. She is a member 
of Project RAISE and the geology club.  She currently works as a student assistant in the 
Geology Department. Lindsey plans to work in consulting and obtain her Professional 
Geologist (P.G.) license.

Manalo Kaela
Kaela Manalo is a senior pursuing a bachelor’s degree in biology, with a concentration
on ecology and evolutionary biology. She is a member of Dr. Stapp’s Ecology lab
working with coyotes. Her future plans include attending veterinary schools, working in
wildlife rehabilitation, or in a zoo.

Mark Rodriguez
Mark Rodriguez is a 4th year undergraduate student majoring in biochemistry. He is 
currently a full-time student who helps manage and lead a retail store part-time. His goal 
is to pursue a career in the medical field; with his eyes specifically set on becoming an 
optometrist. Mark joined Dr. Pecic's research lab in order to grasp a better understanding 
on the practical uses of medicinal chemistry in society. 
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Melanie Garcia
Melanie is majoring in biology.  She is a dedicated member of Dr. Parvin Shahrestani’s 
Evolutionary and Genomics Research (EAGR) Lab where she works towards further 
expanding the forefront of scientific research by working collectively with the team and 
collaborating on various projects with other universities using Drosophila melanogaster. She 
is also involved in expanding awareness and support to underserved communities about 
students pursuing an education in STEM.

Melissa Wong
Melissa Wong is an undergraduate mathematics major finishing her last semester at Cal 
State Fullerton. She has conducted research with Dr. Roberto Soto for the past two years. 
Melissa is also an executive officer of PRIME Club and SMART Girls. After graduation, 
she plans to attend graduate school and hopes to apply her background in mathematics to 
further biomedical research. 

Mikayla Mays
Mikayla Mays is a graduate student in the physics department and a TA for undergraduate 
physics labs. She graduated from CSUF with her B.S. in Physics, and stayed on in the 
Master’s program to continue her research in Physics Education. Once she graduates she 
hopes to pursue a Ph.D. and eventually a faculty position at a university.

Nayelie Benitez Santos
Nayelie Benitez Santos is a senior, graduating in the Spring of 2019 with a BS in Health 
Science and a minor in Aging Studies. She will be starting her MS degree in Epidemiology 
at UCLA in the fall of 2019. Her research interest includes using epidemiological methods 
to study the effects of environmental exposures on human health, such as chronic 
diseases. 

 
 
 
  

Saul Lopez
Saul Lopez graduated from CSUF with B.A. in applied mathematics. He is currently in 
the mathematics master’s program with emphasis in teaching. Saul was an Instructional 
Assistance for four years in the Math Study Hall at Santiago Canyon College. He is 
teaching high school mathematics at Santiago Canyon College Continuing Education 
program where he is also a teaching associate in the mathematics department.
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Sonali Vyas
Sonali Vyas is a third-year student at Cal State Fullerton and is a mathematics major with 
a concentration in Modeling and Computational Applied Mathematics and English major. 
She has worked on two research projects with Dr. Roberto Soto and presented one at the 
Joint Mathematics Meeting in Baltimore. She is a board member of the PRIME club and 
editor of the mathematics section of Dimensions. After she receives her undergraduate 
degree she plans to either attend Graduate School or join the Peace Corps. 

Steven Guillen
Steven Guillen is a senior majoring in biochemistry at CSUF who will be graduating this
Spring, 2019. Steven’s undergraduate research was completed under the guidance of
Dr. Andrew Petit in collaboration with Dr. Amanda Evans. He joined the
Petit Lab in 2017 and worked independently to initiate this joint theory-experimental
study. Steven is excited with his plans to continue on his educational pathway in
graduate school.

Suzette Herrera
Suzette Herrera is pursuing a Bachelor of Science in Biochemistry at California State 
University, Fullerton. She works under the guidance of Dr. Nina Robson and Dr. Madeline 
Rasche on the transdisciplinary team, Titanano, a collaboration between the biochemistry 
and mechanical engineering departments. Suzette’s research includes the development of a 
bio-nano-robot which delivers chemotherapeutic treatments directly to cancer cells.

Taylor Salgado
Taylor Salgado is majoring in Liberal Studies with an emphasis in elementary education. 
She is going into her senior year and plans to further her education after. She hopes to 
receive her masters in education and impact the lives of her little students.

Vianney Martinez
Vianney Martinez is a Chemistry major graduating in Spring 2019. She served as the 
Dimensions section editor for Chemistry and Biochemistry department and as the 
Director for ASI’s Environmental Sustainability Commission. She hopes to dedicate her 
time over the next year battling environmental issues, and to return to school for her 
masters in Environmental Studies. 
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Zsuzsanna Papp
Zsuzsanna Papp is a graduating Biological Science major. In addition to her work with Dr.
Kristy Forsgren, Zsuzsanna is working as a laboratory assistant at SCCWPR (Southern
California Coastal Water Research Project). She is a scholar in the STEER Program
(Scholarships to Enhance Excellence in the Chemical and Biological Research-Based
Workforce) and in the future she plans to attend medical school.




